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Preface 

In recent years, combinatorial building new complex systems has been an active 
area of research in design and planning. This situation depends on the fact 
that a lot of contemporary systems are very complicated and consist of various 
components which may be selected on the basis of catalogues. In the book, we 
describe this situation as combinatorial engineering of decomposable systems. 
We consider the following issues: 

(a) a hierarchical combinatorial description of decomposable systems; 
(b) functional operations of combinatorial engineering (e.g., analysis, design, 

comparison, transformation); 
(c) basic combinatorial elements (e.g., chains, trees) and their proximity; 
(d) approaches to structural modeling; 
(e) compatibility of system components; 
(f) basic problems of combinatorial synthesis (multicriteria selection, multiple

choice knapsack problem, morphological analysis, clique, morphological clique, 
etc.). 

Mainly we examine the following: hierarchical system models, system com
ponents, design alternatives (DA's) for system components and their intercon
nections (Ins), estimates of DA's and Ins, and changes (transformation) in the 
systems. 

Our material is based on the following fundamentals: (a) system analysis, 
systems engineering, and hierarchical approaches to the design and analysis of 
complex systems; (b) technology of decision making and artificial intelligence; 
and (c) combinatorial modeling and optimization. 

The book presents the author 's engineering/scientific experience and knowl
edge (e.g., engineering practice, management engineering, design of effective 
algorithms and solving schemes) in the analysis and design of complex multi
disciplinary systems of various kinds (e.g., software, information support, or-

xiii 
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ganizations, planning, quality analysis, house-building, machine building, elec
tronics, etc.). 

Our investigation is based on 

hierarchical morphological multicriteria design (HMMD) 

that implements construction of a decomposable system (integrated system, 
composite software, plan, machine, etc.) from interconnected components. The 
research on HMMD consists of the following main parts: 

(1) description of HMMD; 
(2) support tools as follows : (a) basic problems, and models (design of hier

archical system models; multicriteria ranking of DA's, synthesis of composite 
DA's, etc.); (b) information aid; (c) proximity for complex objects; (d) organi
zational aid; 

(3) application of HMMD to some combinatorial problems; and 
(4) case studies. 
Our text describes components of HMMD including interconnection among 

subsystems, multicriteria ranking, coordination of scales, composition problem, 
kinds of composite decisions, information support, procedures for analysis and 
refinement, comparison of system versions, and some organizational issues. 

HMMD is related with various disciplines (e.g., decision making, coopera
tive work, combinatorial optimization, concurrent design, multi-agent systems, 
etc.). 

Two main directions of our morphological approach can be pointed out: 

1. Interactive Part. Interactive description, analysis, design, and trans
formation of decomposable systems. In this case, we intend the following: 

1.1. Orientation to multidisciplinary studies, and education processes (grad
uate and post-graduate students, continuous education), including joint project 
execution. 

1.2. A problem dimension is about 30 .. . 100 nodes, and 2 ... 5 hierarchical 
levels of the system model. 

1.3. Interactive user-oriented modes of solving processes. 
1 . ../, Simple software with very limited required computer resources . 

2. Computation Part. Solution of very large combinatorial problems on 
the basis of morphological macroheuristics. Note that these macroheuristics 
may be considered as a hierarchical modification of dynamic programming. 
This direction requires the use of powerful computer environments (including 
multi-processor systems). In the book, we only describe possible applications 
of some morphological heuristics for combinatorial optimization problems (e.g., 
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traveling salesman problem, scheduling, multi-routing problem, and location 
problem). Evidently, this direction has to be continued on the basis of special 
computer experiments for very large problems including realistic ones. It is 
reasonable to compare the use of different approaches for the same problems, 
(e.g., traveling salesman problem, scheduling, and location) : 

(i) our morphological heuristics, 
(ii) Branch-And-Bound Method, and 
(iii) genetic and evolutionary methods, etc. 
Thus this part is a research in progress. 

The hopefulness of the author is based on the possible use of HMMD for stu
dent participation at the various stages of a multi-disciplinary project-oriented 
education. In this case, student teams can include students of different depart
ments. The use of HMMD may improve the student skills in various significant 
domains: 

(1) basic disciplines; 
(2) communication skills; 
(3) complex project execution and management; and 
(4) system thinking. 
Secondly, the monograph presents a set of essays on some significant topics 

as follows: ( a) hierarchical design; (b) combinatorial models of synthesis; (c) 
comparison of structured systems; (d) transformation of system; etc. Also, the 
manuscript contains a battery of various applied examples (over 40) that may 
be useful for specialists of many domains. A special chapter of the book is 
oriented to educational issues. 

Note that the book concurrently involves a bibliography of references cen
tral to hierarchical design problems, combinatorial synthesis, morphological 
approach, comparison of structural systems, system transformation, and some 
specific applications. For readers who are interested but unfamiliar with the 
references in these areas, the bibliography facilitates and encourages their re
searches. 

In the main, our book addresses man-machine analysis and synthesis of 
complex systems on the basis of easy information processing by human. So our 
interactive viewpoint consists in the following: 

Enabling to understand, to analyze, and to manage information by human 
at all stages of solving processes as follows: 

(i) acquisition of initial information; 
(ii) analysis/evaluation and management of intermediate information; and 
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(iii) analysis of resultant decisions. 

For the above-mentioned goals we try to use the following: 
1. Ordinal scales for initial, intermediate, and resultant information; 
2. A limited volume of information (small dimension, number of presented 

elements as concepts, criteria, levels of scales, decisions, etc.); and 
3. Easy presentation of information. 

The next goal of the book consists of the following. In our opinion, needs of 
multi-disciplinary specialists are increasing. The book may be considered as a 
support material for preparation of the mutlidisciplinary specialists in the field 
of complex systems. 

The additional goal centers the development of new software for HMMD. 
Three versions of the DSS COMBI for multicriteria ranking were developed in 
1987, 1989, and 1991, accordingly ([294]' [297], [317]) . The authors of the sys
tem are Dr. M.Sh. Levin (general design, programming of prototype method, 
management, modeling, basic case studies) and A.A . Michailov (design, pro
gramming, modeling, some case studies) . Note a morphological technique envi
ronment is realized in the DSS COMBI, including morphological graph-menu of 
solving process on the basis of the algorithms/procedures and data (estimates, 
preference relations) . This system was presented at the IntI. Conf. on Subjec
tive Probability, Utility and Decision Making (SPUDM) in Moscow (1989) , at 
the IntI. Conf. on Multiple Criteria Decision Making in Fairfax (1990), and at 
the IntI. Conf. on Human-Computer Interaction EWHCI'93 in Moscow (1993), 
etc. The DSS COMBI was applied in education. 

A hierarchical hypertext system for multicriteria analysis (methodology of 
multicriteria analysis; models; multicriteria descriptions of various objects; soft
ware packages; and well-known indices) was developed by M.Sh. Levin in 1988 
[292]. The system is a simple attempt to hierarchical representation of infor
mation for complicated problem domains. The system was presented at the 
IntI. Conf. on Multi-objective Programming in Yalta (1988) ; at the SPUDM 
in Moscow (1989), at IntI. Conf. on HCI in Moscow (1993), etc. 

The first software prototype of HMMD (interactive shell, base of case studies, 
heuristic algorithms for selection and composition, a helper) was developed 
within the scope of the project which was supported by Israeli Ministry of 
Trade and Industry (Jan.-Sept., 1992). The following team has executed the 
project: Dr. M.Sh. Levin (the author of project, general design, modeling, 
algorithms, management, case studies) , Eng. B. Belayavsky (programming), 
and Eng. B. Sokolovsky (some case studies) . 
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Our material is presented in an engineering style that includes a stan
dard schematic description of realistic problems, formulations of corresponding 
mathematical models, solving schemes (algorithms, procedures), and numerical 
examples on the basis of standard tables, figures, and diagrams. Real-life ap
plications are a result of or involve the implementation of materials presented 
in the book. 

Thus each reader can understand basic problems, approaches to solve them, 
and approaches to build other close problems and solving schemes. Mathemat
ical fundamentals may be found in referred literature. 
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1 DECOMPOSABLE SYSTEMS AND 
DESIGN 

1.1 COMBINATORIAL APPROACH TO DECOMPOSABLE SYSTEMS 

In recent years, community needs for design science have increased. There exist 
the following basic reasons: 

1. Complexity of designed systems increases, 
2. Designed systems consist of components and interconnection among them 

of various and different kinds, 
3. The time of life-cycle of product (technology, etc.) is decreasing, and 
4. Designed systems are very specific and unique. 
As a result, we obtain a situation when a design team, including different 

specialists, have to design a new complex system in a very limited time interval, 
and soon this situation will be an usual one. 

A lot of design directions exists. Some of these directions are discipline 
dependent, others are discipline-independent ones. However only two major 
approaches to system design are well-known [519]: 

(i) improvement of an existent system (evolution); and 
(ii) designing a new system. 

1 
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As a rule, the first approach is used. Usually it consists in evolutionary 
improvement and multi-criteria selection of design alternatives ([22], [66], [115], 
[127], [235), [496), etc .) . 

In this book, the second approach , based on standard multicriteria decision 
making problems and the hierarchical solving scheme with weighted intercon
nection among subsystems, is studied . 

We point out some basic combinatorial operations for decomposable systems: 
(a) combinatorial description and presentation; 
(b) analysis and evaluation; 
(c) synthesis of composite DA 's; 
(d) revealing of bottlenecks by elements; 
(e) comparison of system versions and/or their parts; and 
(f) modification (e.g., improvement, adaptation) of system versions . 
Partly the above-mentioned operations correspond to basic operations of 

traditional logic [533]. Note that composite alternatives have been analyzed 
by R. Vetschera as a selected subset of an initial alternative set in group deci
sion making [521] . In our case, a composite alternative is a result of selecting 
and integrating the alternatives into a composite one. Our basic approach 
is represented as hierarchical multicriteria morphological analysis and design 
(HMMD) . HMMD involves two major design phases: 

(i) Top-Down development of hierarchical model for designed system; and 
(ii) Bottom-Up scheme for the following: selection of the best design alter

natives (alternatives, design choices, candidate designs) for system components 
and composing of the design alternatives into composite ones. 

This approach outlines a common structured language of preliminary de
sign stages for different specialists (designers , engineers, managers, economists, 
etc.) . The following three types of a design process are the basic ones: creative 
design, innovative design, and routine design ([94), etc.). Tomiyama and Ten 
Hagen consider three similar types of design as follows: new design (creation of 
structure); combinatorial design (combination of parts), and parametric design 
[502] . HMMD is oriented to combinatorial design, and, partially, other ones. 
In addition, HMMD may provide conceptual unity, harmony of a designed sys
tem which are usually required in complex projects [64], and support not only 
to obtain a design decision but to develop a systematic knowledge base and a 
flexible environment for the design, analysis, improvement , and learning. 

Fundamental system ideas involve several key components of system concepts 
([82), [519], etc.): 

(1) elements (parts , components, subsystems); 
(2) hierarchy (levels, etc.); 
(3) connections (interactions, compatibility); 
(4) whole (system properties); 
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(5) role, function, objectives of a system (or requirements to the system and 
its parts); and 

(6) environment. 
A system is defined as an aggregation or an assembly of components united 

by some forms of regulated interaction to form an integral whole. In our opin
ion, logical step of systems engineering 'design synthesis' is a key one [440]. 
This step is implemented as combining (composing) the components in such a 
way as to construct a structure not clearly there before ([387], [432], [519]' etc.). 
The important role of the composition for problem solving was pointed out by 
Newell and Simon ([380]. Main approaches to the design synthesis, parametric 
design are the following: 

1. Evolutionary transformation of an existing system ([66], [95], [154], [235], 
[441], etc.) . 

2. Morphological analysis ([22], [119], [127], [235], [554], etc.). 
3. Mathematical programming ([165], [166], [186], [545], etc.). 
4. Multicriteria optimization and decision making ([269], [367], [448], [449], 

[482], [486], [488], [496], etc.). 
5. Knowledge based systems ([26], [47], [94], [167], [168], [169], [337], [338], 

[349], [437], [496], [502], [510], etc.). 
6. Constraint Satisfaction Problems approach ([109], [110], [328], [334], [335], 

[359], etc.). 
7. Heuristic approaches (genetic algorithms, stochastic search techniques, 

simulated annealing algorithms, evolutionary computation, etc.) ([175], [275], 
[354], [391], etc.). 

8. Special creative techniques including expert judgment (inventory ma
chines, etc.) ([14], [119], [139], [170], [235], [378], [432], [472], [483], [525], [533], 
etc.). 

Note Shenhar and Dvir have proposed three-level classification for complex 
products, that involves the following [461]: 

(i) assembly as a collection of components; 
(ii) system as a complex collection of many units and assemblies; and 
(iii) array as a large collection or network of systems. 
Here we will use hierarchical morphological approach to decomposable sys

tems. The use of the hierarchic view had a long time ([471], [473], etc.). Hi
erarchy theory consists of a set of claims ([134], [471], [473], etc.). Demster et 
al. point out the following two fundamental reasons for using a hierarchical 
approach [114]: 

(a) reducing complexity; and 
(b) coping with uncertainty. 
The significant idea of nearly decomposable systems is based on two obser

vations ([471], [473]): 
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1. Complexity takes a form of a hierarchy, whereby a complex system is 
composed of interrelated subsystems that have their own subsystems, and so 
on. 

2 . Generally, interaction inside subsystems are stronger and/or more fre
quent than interactions among subsystems. 

Here we consider an organic hierarchy for the representation of a func
tional/organ structure of designed systems ([86], [217] , [337], etc .). An example 
of organic hierarchy is depicted in Fig. 1.1, where horizontal links correspond 
to interconnectibility between system parts [86]. 

Fig. 1.1. Example of organic hierarchy (some horizontal links 
are suppressed) 

We use "decoupled" decomposition (partition) approach that divides the 
original system into a set of more simple subsystems. This solving scheme 
realizes the well-known principle "divide-and-conquer" . 

The problem of decomposition is perhaps the most important approach to
wards complex situations [380]. Mainly, there exist three kinds of decomposi
tion as follows: 

(a) by physical components (objects); 
(b) by functions, by knowledge domains, etc . (aspects) ; and 
(c) by time stages/periods (series parts of a directed flow of elements, infor

mation). 
The first two approaches are basic in the analysis of complex systems (e.g., 

engineering systems, complex software), and the third approach is fundamen
tal for the analysis of processes (e.g., manufacturing systems, data flows, dy
namical programming) . Well-known object-oriented development is based on 
decomposition approach too [56]. Hubka and Eder have indicated some useful 
'Propositions' for technical systems including the following [218]: 

1. All types of system properties are achieved by mean of the elementary 
design properties; 
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2. Every system can be decomposed into partial systems which in their pre
scribed combination fulfill the partial and elementary functions of the system; 
and 

3. The behavior of a system depends not only on the sum of behavior of the 
elements, but also on the coupling relationships between these elements. 

Usually the hierarchic decomposition approach consists in the following stages: 
development of a hierarchic structure of the designed system or initial problem 
on the basis of hierarchical levels and decomposition (partitioning) ; solving lo
cal subproblems; and composition of global decision from local decisions ([189], 
[208], [338], [380], etc.). 

Now let us consider an example of decomposable system (Fig. 1.2). Here we 
consider the following situation: initial system S consists of three components 
A, B, C with corresponding DA's: AI, A2, B I , B2, B3, CI , C2 . 

At the design stage we can compose the following system versions, for ex-
ample: SI=AI *B2 *CI, S2=A2 *B1 *C1 , S3=A2*B2 *C2. 

In addition, it is possible to examine system changes as follows: 
(1) to add DA's (A3, B4, C3); 
(2) to delete DA's (B2 , Cd; and 
(3) to add a component D with DA's (DI' D2 , D3 , D4). 
In this case, the following composite DA's may be under consideration, for 

example: S; = A I * B4 * C2 * D1 , S; = A3 * BI * C2 * D2 , and S; = 
A2 * BI * C3 * D3 . 

S = A* B *C* D+ 

Fig. 1.2. Decomposable system 

Usually design processes can be considered as a human-computer system 
(HCS) involving the following major components: goal part (requirement, ob
jectives, etc.), information part (design information), operational part (design 
techniques, tools), and organizational part (design team, organizational struc
ture) ([120], [214], [218], [294]' [324], [378], [434]' [500], etc.). Fig. 1.3 depicts 
basic hierarchies of a design process flow . 
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ORGANIZATI
ONAL PART: 
(designer or 
design teamj 
organization 
structure, 
management) 

OPERATIONAL 
PART: 
(design 
techniques, 
tools) 

INFORMATION 
PART: 
(design 
information: 
data and 
knowledge) 

GOAL PART: 
requirements, 
bottlenecks, 
refinements, 
objectives, 
criteria 
constraints, 
specifications 

Fig. 1.3. Interconnected hierarchies of design process flow 

Table 1.1 displays relationship of these components and creative levels cor-
responding to the components [14] : 

(i) usage of initial element, 
(ii) usage of selected elementj and 
(iii) usage of designed element. 
Usually the above-mentioned components have high complexity and it is 

reasonable to use hierarchical representation to reduce this complexity. Hier
archical structures provide simple execution of the following operations: de
velopment, representation, processing (analysis, evaluation, correction, etc .). 
Hierarchies have the following features [294]: 

(1) clarity and displayabilitYj 
(2) facility of analysis and studY j 
(3) ease of processing and correctionj and 
(4) decomposability, including facilities for concurrent execution of opera

tions, distributed concurrent processing, etc. 
HMMD provides an environment of distributed cooperative work. HMMD 

includes specification and analysis of several connected hierarchies: system com
ponents and corresponding alternative designs or design alternatives (DA's)j 
criteria (er) and estimates ofDA's j weighted interconnection (Ins) among DA'sj 
etc. HMMD is based on several interconnected hierarchies (Fig. 1.4), where a 
hierarchical model of design system is a basic (leading) one. 
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Table 1.1. Components of Design Process 

Part of design Creativity level of components by Altshuler 
process flow 

Initial Selected Designed 

GOAL PART Initial Selected Created @ 

requirements, requirements, requirements, 
bottlenecks, bottlenecks, bottlenecks, 
refinements, refinements, refinements, 
objectives, objectives, objectives, 
criteria, criteria, criteria, 
constraints, constraints, constraints, 
specifications specifications specifications 

INFORMATION Initial Selected @ Combinations I 
PART data and data and of data and 

knowledge knowledge knowledge, 
(from data transformed 
and knowledge data and 
bases) knowledge 

OPERATIONAL Initial Selected @ Designed 
PART universal tools tools 

tools oriented to 
task and user 

ORGANIZATIONAL User, team; Selected @ Trained 
PART initial user/team user(s), 

organization ( diagnostics established 
(responsi bility & selection,) team, 
allocation, selected designed 
planning, etc.) organization organization 

approaches approaches 

@ - example of system 

Listed elements may be considered as components of declarative languages 
for design. Our proposed approach is similar to a hierarchical multi-blackboard 
architecture ([532], etc.) . 

The generalized scheme of HMMD involves the hierarchical description and 
design of system, analysis (quality assessment , revealing bottlenecks), and im
provement. Design phases of HMMD are described in ([297], [300], etc.). 

Our work depends on the direction of problem solving and decision making 
which was pointed out by Simon et al. [474] . HMMD may be considered as 
an useful element for various multi-disciplinary research directions including 
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the following: computer supported cooperative work, concurrent engineering, 
cooperative distributed problem solving, group decision making, distributed 
decision making, distributed AI systems, and multi-agent systems ([113], [128] , 
[147}, [148], [238], [247], [251], [402]' [412], [485]). 

Factors of 
compati-
bili ty ,---L._-, 

for Ins 

compositerr:===:::::;] DA's 
DA's System 
'--------l Component I----..J 

Hierarchy 

Estimates 
of Ins 

Fig. 1.4. Interconnected hierarchies of HMMD 

1.2 COMBINATORIAL MODELING 

Combinatorial optimization problems have been used in many applications as 
follows: 

(1) engineering design in mechanics, electronics, architecture, software engi
neering, etc. ([41], [186], [202], [505], etc.); 

(2) planning and scheduling in computer systems, in manufacturing and in 
other applications ([51], [85], etc.); 

(3) VLSI and IC design: ([1], [38], [69], [189], [514], [538], etc.); 
(4) network design and management ([197], [205], [450], [499], etc.); and 
(5) information design ([59], [77], [78], [79], [159], [299], [304], [312]' [515], 

etc.). 
The list of basic combinatorial problems involves the following: partitioning, 

clustering, scheduling, knapsack problem, salesman problem, packing, routing, 
assignment, location, covering, placement, floorplanning, etc. ([7], [160], [197], 
[379], [425], etc.). 

Roberts has pointed out that combinatorics is concerned with the study of 
arrangement, patterns, designs, assignment, schedules, connections, and con
figurations [425] . Here we present a systematic view to some problems of the 
combinatorial synthesis (composition problems), and accumulate some corre
sponding combinatorial models. We examine deterministic combinatorial prob-
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lems to compose a decomposable system from components, for each of them 
there exists a set of design alternatives (DA's) . In addition, we take into ac
count pairwise interconnection (Ins) or compatibility between DA's. Note that 
our problem differs from traditional problems of combinatorial design 
theory ([117], etc .). 

Program and data modules, elements of plans, models from design libraries, 
data paths, tests or verification tools, and their combinations may be considered 
as above-mentioned DA's. Our problems maybe considered as a composite 
one. Here we do not study synthesis problems in chemistry (the synthesis of 
products, etc.). 

Now let us consider a set of engineering functional operations on the basis of 
above-mentioned Altshuller 's levels of creative problems are as follows: selection 
of objects, modification of an object, design of a new object, and synthesis of 
a new system from a set of initial objects) [14]. Thus we may examine the 
following two-dimensional Cartesian space: 

(i) kind of a system (the whole object or system, the decomposable system 
consisting of a set of simple objects) ; 

(ii) functional engineering operations: description and/or presentation; anal
ysis as evaluation, assessment; analysis as revealing bottlenecks; comparison; 
selection; synthesis; modification (correction, improvement, adaptation, recon
struction, re-engineering) . 

As a results, we obtain the following basic objects of our examination (e.g., 
system descriptions) and problems for the whole system (a), and decomposable 
system (b) : 

1. Description and/or presentation: 
(la) functional description, multidimensional representation; 
(lb) tree-like system model, external requirements: criteria, constraints for 

the system and its elements, design alternatives (DA's) for the elements (nodes 
of the system model), interconnection (Ins) among DA's, estimates of DA's and 
Ins . 

2. Analysis and evaluation: 
(2a) assessment in multiparameter space; 
(2b) multilevel assessment of the system and its elements, including assess

ment of composite DA's in a complex space of system excellence. 
3. Analysis as revealing of bottlenecks: 

(3a) revealing of critical parameters; 
(3b) revealing of bottlenecks (by system parts, by Ins, by system structure). 

4 . Comparison: 
(4a) multiparameter comparison of the objects; 
(4b) comparison of system versions (by components and DA's , by Ins, by 

structure) . 
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5 . Selection: 
(5a) multicriteria selection; 
(5b) multilevel system's selection . 

6 . Synthesis: 
(6a) optimal design; 
(6b) two problems: (i) selection of the best system version; (ii) hierarchical 

synthesis (design of system model, specification of requirements, generation of 
DA's, assessment of DA's and Ins, composing of composite DA's). 

7. Transformation (e.g. , modification, improvement, adaptation, change, 
approximation) : 

(7a) parameter optimization; 
(7b) generation of improvement actions (improvement of DA's and/or Ins, 

modification of the system model) , and scheduling. 
Approximation of a combinatorial object corresponds to well-known combi

natorial problems, e.g., spanning tree problem, Steiner tree problem, construct
ing a minimum-weight two-connected spanning networks, covering problem, 
etc. ([160), [174} ,[347}, [372}, [379}, [425}, etc.) . 

Recently the problems above have been considered in important applications 
(e .g., network design on the basis of tree-like approximation) . On the other 
hand, new practical approximation problems have been appeared, for example: 

(i) approximation of information structures with the use of hierarchies, clus
ters, cliques ([59) , [79}, [292}, [312}, etc.); 

(ii) processing of preference relations in decision making on the basis of step
by-step approximation problems ([35), [290}, [317]) . 

Main two types of transformation may be used at different engineering levels 
as follows: (a) the local transformation; (b) the global modification, adaptation, 
improvement or reengineering of the system. 

In our opinion, modification is now the most important kind of engineering 
activity (e.g., redesign, reengineering) . Also, it is reasonable to point out basic 
changes of decomposable systems: 

1. Internal changes: 
(a) local evolution (DA's and/or Ins) ; 
(b) global evolution (subsystems); and 
(c) global modification (system model) . 

2. External changes: requirements. 
Composing or synthesizing a problem is an important part of design pro

cesses in various engineering disciplines, and many design methodologies in
clude this stage of the design framework , e.g, as follows: 

morphological analysis ([22), [235), [554), etc.); 
diakoptics [266} ; 
design methodologies of Carnegie Mellon University ([113), [118), [189)) ; 
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JESSI COMMON FRAMEWORK for design process [324]; 
Hierarchical Decision Making [202]; 
concurrent engineering ([412], etc.); 
modular design and manufacturing ([41], [505], etc.); and 
Computer-Aided Cooperative Product Development ([485], etc.). 
In addition, it is reasonable to point out close design approaches of Com-

puting Center of the Russian Academy of Sciences: 
(a) decomposition design of complex systems ([265], etc.), and 
(b) approximation-combinatorial method [245] . 
Mathematical study "knowledge synthesis" consists in an investigation of 

composition problems also ([511], [512],[545], etc.). Many actions of systems 
integration may be examined as the composition problem too. For example, re
cent direction Information/Decision Fusion is oriented to aggregation/integration 
of various kinds of data and decisions and, as a result, system composition in 
several domains ([410], etc.). In our opinion, the number of applications that 
use composition problem is increasing. 

In our case, the generalized list of composition problem stages is the follow-
ing: 

(1) specification of requirements (objectives, criteria, constraints); 
(2) designing the structure of the target system; 
(3) generation of DA's; 
(4) evaluation of DA's, and Ins between DA's; 
(5) selection of DA's; 
(6) composing; and 
(7) analysis of composite DA's, and improvement. 

Usually the following basic approaches to problems above are used: (a) 
optimization models ([41], [186], [496], etc.); (b) knowledge base systems ( 
[189], [349], [263], [496], etc.); and (c) hybrid approaches ([271], etc.). 

1.3 COMBINATORIAL MODELS OF SYNTHESIS 

Mainly, we examine two optimization problems as follows: selection, and com
posing (when a structure of the target system is specified). We do not consider 
space constraints between DA's. Table 1.2 outlines considered combinatorial 
problems. Our material will focus on the descriptions of the problems above, 
and solving schemes. 

1.4 SOME DESIGN PRINCIPLES 

Fundamentals of design processes are well-known, e.g., design science, systems 
engineering, system analysis, etc. However, contemporary design schemes have 
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to involve some detailed principles, taking into account some additional prop
erties. 

Let us consider the following basic design principles for decomposable sys
tems: 

Principle 1. Decomposition of complex object, i.e., divide-and-conquer. 
Principle 2. Hierarchy as a main tool opposite to complexity of presenta

tion, representation, analysis, execution of team activity, etc. Data and knowl
edge presentation, structure processing, etc. 

Principle 3. Interconnected hierarchies as the main representation that 
implements both decomposition and hierarchical increasing the complexity. 

Principle 4. Revealing and use of a leading (basic) hierarchy. As an exam
ple of a basic hierarchy we may point out a hierarchy of designed product or 
process, hierarchy of design/manufacturing process and organizational hierar
chy of domain specialists team. 

Principle 5. Multiple view description (multiple hierarchies, multiple ob
jectives, multiple criteria). 

Principle 6. Flexible scheme of data processing based on standard hard 
tools for data processing (e.g., selection and composition). 

(a) standard (hard) type (e .g., 'cascade', tree-like, etc.) of scheme; 
(b) flexible implementation of scheme (design framework, flow) . 
Principle 7. Limited dimension of design problem elements (e.g., human, 

computer procedure, tasks, objectives, operations, data/knowledge). 
Evidently that these principles are projections of system analysis principles 

into design processes. 
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Table 1.2. Basic selection/composition problems 

Problem Description 

Composite DA'! 
(objectives) 

DA's (kinds 
of estimates) 

Ins (kinds of Constraints 
estimates) 

1.Rankin~ Priority Multicriteria 
~mUltiCn eria 
selection) 
[129], etc.) 

2.Knapsack Additive Quantitative Linear 
fselection) function resource 
347] constraint 

3.Multiple-choice Additive Quantitative Linear 
knapsack problem function resource 
f composing) constraint 
347] 

4.Quadratic Additive Quantitative Quantitative Linear 
integer . function resource 
rogram!lling constraint 
compOSIng 
71] 

5.Nonlinear Nonlinear Quantitative Resource 
integer function constraint 
f,rogramming 
composing with 

redundancy) 
[41] 

6.Mixed integer Nonlinear Quantitative Resource 
nonlinear function constraint 

composIng) 
rOgram!lling 

186] 
7.Morphological Binary 
analysis. 
f com POSInfj) 
[22], [554 

8.Multicriteria Multicriteria Binary 
morphological 
analysis 
f composing) 
127] 

9.l'yIorphological Lattice of I Multicriteria Ordinal 
clique excellence I /ordinal 
f comf,0sinJ) [296, etc. 
lO,Morphological Lattice of Multicriteria Ordinal 
clique excellence /ordinal 
(composing with 
redundancy) 
[298] 
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1.5 HIERARCHICAL MORPHOLOGICAL DESIGN 

Hierarchical Morphological Multicriteria Design (HMMD) was proposed for the 
description, design, analysis, and improvement of decomposable systems ([296], 
[300], etc.). The following applications of HMMD have been published: 

(1) design of user interfaces [297]; 
(2) planning a solution strategy [298]; 
(3) information design in hypertext systems ([299], [312)); 
(4) planning of information centers [301]; 
(5) transformation of information systems [310]; 
(6) planning of student career [313]; 
(7) design of vibration conveyors [314]; etc. 
In this section, we describe basic assumptions, scheme, and interconnection 

of system components. 

1.5.1 Assumptions 

HMMD is described in ([296], [300)) . Note, we examine a system consisting of 
components and a set (morphological class) of DA's that are generated for each 
component. Basic assumptions are the following: 

1. Decomposability of a system, i.e. system structure, is central or tree-like 
one. It means that an entity of a designed system is represented by hierarchical 
structure. 

2. The system effectiveness (synergistic features, excellence) may be repre
sented as an aggregation of two parts: 

(i) subsystems effectiveness; and 
(ii) effectiveness of interconnectivity (interconnection, compatibility) among 

subsystems. 
The latter may be considered as an additional system element (Fig. 1.5). 
These two assumptions correspond to the above-mentioned propositions by 

Hubka and Eder [218]. 
3. System effectiveness may be described through the following three types 

of monotonic criteria ([39], etc.): (a) additive type (e.g., cost); (b) multiplicative 
type (e.g., reliability); and (c) supreme one, i.e., maximum or minimum (e.g., 
performance) . 

Let system (decision) S consists of m elements (subsystems and/ or inter
connections) 

{S(j), j = 1, ... , m}: S = S(I) * ... * SCm). 

Denote system effectiveness (e.g., for m = 3, i.e, for subdecisions a, b, c) as 
follows: 
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where 9 is an aggregation function, So, Sb, Sc are subsystems, 
Fa(Sa), Fb(Sb), Fc(Sc) are system effectiveness for subsystems. 
We assume that criteria satisfy to the following conditions: 

(1.1) 

(1.2) 

(1.3) 

Obviously, if (1)-(3) are correct then the best system (design decision) con
sists of the best components ([39], etc.). Note that the distribution of require
ments (i .e., criteria, preferences) and constraints to the subordinates (i .e. , for 
a lower level of the system hierarchy) is an important problem for hierarchical 
description of systems. An approach in a multiagent framework for the problem 
is proposed in [102] . 

4. Decomposability of interconnection (compatibility), i.e., effectiveness of 
interconnect ion among subsystems, is equal to an aggregation of all pair inter
connections between subsystems. The assumption is based on the independence 
of pairwise interconnection. 

This assumption is a strong one, but it is in accordance with the above
mentioned propositions by Hubka and Eder [218]. 

Here we use positive ordinal scale of pairwise intercompatibility assessment 
(e .g., 0 .. . 1; I is the best one, 0 corresponds to impossible interconnection) and 
minimum aggregation function for interconnection among subsystems. After
here we will use the symbol D. to point out incompatibility of DA's too. 

5. For all alternatives DA's of each morphological class it is possible to 
transform multi-criteria description (without possible external interconnection) 
into effectiveness that is evaluated upon the ordinal scale L .k, (1 corresponds 
to the best group, 2 corresponds to the second group, etc.) . 
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System 

Composition 
Composition 
of components 

of interconnection 
(as a set of pairwise 
interconnections) 

Component 
1 

1.5.2 Scheme 

Component 
m 

Interconnection 
1 

Fig. 1.5. Hierarchy of designed system 

Generalized HMMD consists of the following main phases: 

Phase 1. Description of complex decomposable system. 
Phase 2. Design . 

Interconnection 
m(m -1)/2 

Phase 3. Analysis of composite design alternatives and revealing bottle
necks (including measurement and evaluation of system perfection). 

Phase 4. Improvement: generating the improving redesign activities and 
planning the improvement (redesign). 

Phase 5. Comparison analysis of systems versions. 

Table 1.3 depicts the design scheme of HMMD. Design processes of HMMD 
are based on two basic multicriteria problems: selection/ranking of DA's (Ins), 
and composing of DA's. 

Note similar hierarchical design schemes have been applied in the following 
approaches: 

(1) GARDEN framework [524]; 
(2) design methodology of The Engineering Design Research Center of Carnegie 

Mellon University 'EDRC' [113]; 
(3) Decision Support Problem Technique [367] ; 
(4) multilevel selection development ([448], [449]); 
(5) Analytic Hierarchy Process [438]; 
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(6) Structured Design [543]; 
(7) Object Oriented Development [56]; 
(8) Hierarchical Decision Making [202]; 
(9) generation of management alternatives on the basis of morphological 

tables [213]; 
(10) JESSI COMMON FRAMEWORK for design process [324]; and 
(11) concurrent engineering ([247], [272], [402]; [412], etc.) . 
Dixon has examined the following three basic series problems of systems 

design [119]: 
(i) inventiveness or creative synthesis (generation of alternative design deci

sions); 
(ii) engineering analysis (evaluation of a decision, i.e., computation of esti

mates); and 
(iii) decision making (selection of the best decisions) . 
Dixon has pointed out that these problems often are applied and combined 

at each stage of design processes. Our HMMD is oriented to integration of 
problems above. 

1.5.3 Interconnection of Components 

Complex systems include different components and contain many types of in
terrelations among components. Interconnection of system components is a 
well-known description for large-scale systems design, e.g., software systems, 
multiple processor systems, network systems, organization structures, and tech
nical systems ([154]' [189], [268], [218], [223], [373], [453], etc.). Hubka and Eder 
point out couplings between technical system elements of different kinds e.g., 
as follows [218]: 

(1) mechanical (scleronomic or rheonomic, holonomic or non-holonomic, uni-
lateral or bilateral, force or force-free, etc.); 

(2) thermal (heat transmitting or insulating); 
(3) electrical (conductive connections or isolations); 
(4) chemical (aggressive or neutral, acidic or basic, oxidizing or reducing); 

and 
(5) magnetic (field-exciting or magnetically screening), time or space cou

pling. 
Griffin and Hauser consider communication among product life cycle stages 

(marketing, engineering, manufacturing) and show that greater communication 
provides an enhancement of product development [184] . 

Table 1.4 contains some examples of compatibility for several systems of 
different kinds. 
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Interconnectivity analysis techniques derive multiple views of the structure 
of large-scale systems [453). Ishii et al. propose 'Design Compatibility Analy
sis' (DCA) that employs AI techniques to evaluate the following compatibility: 
(i) proposed design with the required specification; and (ii) proposed design 
elements within the system ([223), [224)). DCA involves the use of the design 
experience on good or bad combinations of design alternatives that is repre
sented as templates of design. Morse and Hendrickson indicate compatibility 
conditions among system components as follows: (i) relationship among inter
dependent data items (simple code restrictions; functional relationships among 
decision components); (ii) value range [373). Gupta et al. consider a time
dependent interaction between design problems when a subproblem of a part 
design is possible only after the design of another subproblem of the part design 
[189). 

Generally, interconnectibility may be specified as compatibility strength 
or/and structure requirements into composite decisions, e.g., precedence con
straints. The latter are used for VLSI or circuits design ([189], [373], etc.). 
Various scales may be used for evaluation of compatibility strength, including 
the following: 

(a) scalar value (binary, positive ordinal, positive quantitative, positive and 
negative ordinal; positive and negative quantitative; 

(b) vector (binary, positive ordinal, positive quantitative, positive and neg
ative ordinal; positive and negative quantitative); and 

(c) taking into account the uncertainty nature of interconnection: fuzzy 
scale, probability scale. 

It is reasonable to list the following well-known approaches to describe and 
analyze relationships among system components: 

(1) sign graphs ([201]' [423), etc.); and 
(2) causal assertions (positive; negative; neutral; neutral or negative; 

neutral or positive; nonneutral; positive, neutral or negative, universal) in 
cognitive maps or causal graphs (e.g., for multi-agent systems) ([73), [262]' 
[552], etc.). 

In this book, nonnegative ordinal scales for compatibility strength are used. 
Note that in recent years some authors have studied an emerging research 

area coordination theory ([75), [344), etc.). Also, it is reasonable to point out, 
that often it is necessary to take into account system components compatibility 
for a wide range of conditions/modes [154). 
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Table 1.3. Design scheme of HHMD 

Phase Step Support procedure 

Phase 1. 1.1 Design of tree-like model Structural 
Top-Down modelling 
design and 1.2 Description of model: 
description 1.2.1 Design of criteria hierarchy Identification 
of hierarchical of objectives 
system model Expert judgement 

1.2.2 Specification of constraints Identification 
for composition decisions of objectives 

Expert judgement 
Phase 2. 2.1 Initial step for leaf vertices Generation 
Bottom-Up - generation of DA's 
hierarchical 2.2 (Iterative) Major body 
scheme of of the schema 
selection 2.2.1 Evaluation of DA's on criteria Expert judgement 
and Modelling 
composition Computation 
of DA's 2.2.2 Multicriteria Multicriteria 

comparison of DA's for selection 
selection (ranking) (ranking) 

2.2.3 Specification of Expert judgement 
interconnection among Modelling 
DA's of subsystems Multicriteria 
(morphological classes) ranking 

2.2.4 Coordination of ordinal scales Expert judgement 
for DA's and compatibility Modelling 

2.2.5 Composition of the best DA's Composition 
for higher hierarchical level problem 

Phase 3. 3.1 Measurement of system Computation 
Analysis of perfection for DA's (e.g., N) 
composite DA'~ 3.2 Analysis of composite Analysis of 

DA's, revealing bottlenecks morphological 
schemes 

Phase 4. 4.1 Generation of improvement Generation of 
Improvement action set (5- aggravating 5-aggravating 
of composite elements and neighbors of DA's) elements and 
DA's neighbors of DA's 

4.2 Planning the improvement Selection of 
(forming the combination improvement 
of improvement actions and combination 
their scheduling) Scheduling of 

actions 
Phase 5. 5.1 Comparison of system Comparison 
Analysis of versions (structure, analysis 
system change components, DA's, etc.) 
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Table 1.4. Some systems and types of compatibility 

Application Components Types of 
domain compatibility 

1. Technological Machine-tools or Productivity, 
process other equipment, precision, 

personnel, etc. reliability, 
maintenance, 
human qualification 

2.Complex Program blocks, Productivity, 
software software packages, data format, 

etc. interface, 
common elements, 
experience of 
personnel 

3.Biology Animals (beasts of Usefulness of 
system prey, herbivorous joint life 

animals, etc .) 
and plants 

4.Material Major components, Compatibility 
(e.g ., metal) auxiliary (chemical, etc .) 

components 
5.Medical Patient, drugs, Compatibility of 

treatment physiotherapy drugs & procedures, 
procedures, procedures & patient, 
X-ray procedures, procedures & 
equipment equipment, etc. 

6.Team Manager, Psychological 
members of team, compatibility, 
auxiliary persons etc. 

1.6 AUXILIARY PROBLEMS 

1.6.1 Design of Structural Models 

In recent years a significance of designing the structural hierarchical models for 
complex systems has increased. Let us list the approaches which may be used 
for designing a hierarchical model: 

(1) designing of hierarchical multilevel models for complex systems ([12], 
(353), [525], [536], [543), etc.); 
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(2) structural modeling ([164], [201]' [285], etc.); 
(3) selection, modification, and aggregation of standard frames, e.g., tech

nological frame, that includes goals, elements under processing (data, raw), 
human resources, technological tools (methodology, techniques), results; 

(4) design of configurations on the basis of expert systems ([349], [496], etc.); 
(5) network languages for complex systems on the basis of linguistic geometry 

([491], [492]); 
(6) analysis of system elements and their clustering ([232]' [325], [355], [368], 

[389], [402]'[520]' [541], etc.); and 
(7) hierarchical approximation of a basic system structure ([59], etc.) . 
Let us point out some basic approaches and applications for approximation 

problems. First experience is accumulated in the following domains: 
1. Approximation of networks for topological design, facility location, etc. 

(communication networks, transportation networks, etc.) . Here there are sev
eral well-known basic problems as follows: 

(i) spanning tree problem ([7], [156], [160], [423], etc.); 
(ii) Steiner tree problem ([160], [535], etc.); and 
(iii) construction ofa minimum-weight two connected (or k-connected) span

ning networks ([46], [372], etc.). 
2. Approximation of preference relation in decision making or set-to-set 

transformation including series-parallel transformation schemes ([35], [290], 
[317], [342], [398], etc.). 

3. Design of approximation tree-like structures for information, for example 
as follows: 

(i) relational schema design in databases ([105], [230], [515], etc.); and 
(ii) design of hierarchical structures (e.g., trees, pyramids) in hypermedia 

systems ([59], [292], etc.); 
Secondly we consider two basic models of structural approximation ([35], 

[292]' [365], etc .). Let G be an initial graph, and Gap be a corresponding 
resultant approximating graph that has to be found . Then the problems are: 

(1.4) 

where p is a proximity of graphs G and Gap. 

s.t . p(G - Gap) ::; f (1.5) 

where f is a limitation for admissible difference between graphs G and Gap. 
Thirdly it is reasonable to investigate close problems for aggregation or in

tegration of a set of initial graphs (or binary relations). Some material towards 
this problem will be presented in chapter 4. 
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1.6.2 Multicriteria Ranking 

Let A = {I, ... , i, ... , p} be a set of items which are evaluated upon criteria 
K = I, ... , j, ... , d, and Zi,j is an estimate (quantitative, ordinal) of item i on 
criterion j. The matrix {Zi,j} may be mapped into a partial order on A. Often 
instead of Zi,j a preference relation on A (e.g., on the basis of pair comparison) 
is applied as initial information. In the main, the following resultant kind of 
the poset (partially ordered set) as a partition with linear ordered subsets (a 
layered structure) is searched for (Fig. 1.6): 

m 

A = U A(k), IA(kd&A(k2)1 = 0 if kl # k2, 
k=l 

·i l t i2 ViI E A(kd, Vi2 E A(k2)' kl ~ k2. 

Set A(k) is called layer k. Thus each item i E A has a priority ri, that equals 
the number of the corresponding layer. 

Ini tial set of 
alternatives 

A = {I, ... , i, ... ,p} 

00000 
000000 
000 000 
000 0 
008 0 0 

==> 
==> 
==> 
==> 
==> 

1 ! ! 

A(I) 
(layer 1) 

A(2) 
(layer 2) 

~. ~ A(m) 
••••• (layer m) 

Fig. 1.6. Illustration for multicriteria ranking 

A case m = 2 is often used for many problems. Here we may select the 
1st (or 2nd) layer. Clearly, multicriteria ranking (construction of the above
mentioned layered structure) is a base for an ordinal assessment of DA's, and 
Ins. 

The techniques for the multicriteria selection/ranking are well-known ([65], 
[74], [129], [369], [544], [550], etc.): 

(1) statistical techniques [60]; 
(2) multi-attribute utility analysis ([150], [242]); 
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(3) interactive multi-criteria decision making ([256], [259], [260], [330], [484], 
[488], etc.); 

(4) analytic hierarchy process [438]; 
(5) outranking techniques ([435], etc.); 
(6) mathematical theory of choice ([10], etc.); 
(7) knowledge bases ([322], etc.); 
(8) neural network ([344], [447], [529], etc.); 
(9) expert judgment ([277], [317], [327], etc.); and 
(10) hybrid techniques [145]. 
Generally, it is reasonable to illustrate discrete multicriteria decision making 

problems on the basis of a specific morphological scheme (Fig. 1.7) [294]. We 
use the following notations for intermediate results: Go, Qo, Gpo, Co, Co, So, 
Sto, Ro. 

Several well-known problems are pointed out in Fig. 1.7: (a) holistic group 
ranking .; (b) unique choice problem *; and (c) regular group ranking problem 
\/. 

Main kinds of problems are the following: 
(i) clustering: A ~ Z ~ Gp ~ Gpo ~ Ro; and 
(ii) ranking: A ~ Z ~ G ~ Go ~ (So, La) ~ S(St. L). 
Planning of a series-parallel multi-period strategy on the basis of the method 

(algorithms/procedures) morphological environment is examined in section 3.6 . 
This approach has been realized in a decision support system COMBI ([294], 
[297]. [317]). Graphical interfaces of the system involve menu for a morpholog
ical method environment as a functional graph ([297], [317]) (Fig. 1.8). This 
functional graph consists of the two kinds of blocks: 

(1) data (i.e., initial data as alternatives A, criteria K, and estimates Z; 
preference relation G; intermediate linear ordering La; intermediate layered 
structure So; results Sand L; and 

(2) transformation (articulation) operations (forming of preference relation; 
linear ranking; group ranking; aggregation; and direct solving). 

In DSS COMBI. each transformation block allows to select an algorithm or 
a procedure from the corresponding algorithm/procedure base. 

Bibliographic survey on multiple criteria decision making and many applied 
examples are contained in [489]. 
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/ 
/FUZZY 

Type Data Specification 
of 

Com- Incom- None Ile",-~ data 
plete plete (under fY develop- tic 

ment) 

Al ternati ves O. * / A = {I, ... , i, ... ,p} 
Initial Criteri~ 0 * 

K = {I, ... ,j, ... ,d} 

/ Estimates of 0 * 
alternatives Z = {Zij} 

Preference structure 0 * • 
of alternatives 
G = (A,E) 

Proximity structure 0 * 
Inter- of alternatives 

/ medi- Gp = (A, Ep) 
ate Hierarchy of criteria 0 * 

Q = (K,v) 

/ Proximity structure of 0 * 
criteria Qp = (K, Vp) 

Layered structure O. 
v/ 

(group ranking) S 
Resul- Two-layered * 
tant structure St 

Linear ranking L 
Clustering R 

Fig. 1.7. Morphological scheme of discrete decision making problems 
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~I Direct solving r 
Alter-
natives ~I Group ranking 

A 

I~ 
Results 

Crite- ~ 
Laye-

=> 
na Forming Prefe- red (8, L) 

K of struc-renee 
ture prefe- rela-

So Esti- => rences ~ tions => => Linear t:} => 
mates G order-

Z ing 
Lo 

~I Linear ranking => I Aggregation 

Fig. 1.8. Functional graph-menu for ranking 

1.6.3 Coordination of Scales 

Coordination of initial scales of sybsystems perfection is a sophisticated prob
lem. In the main, we intend to utilize the following types of scales for measuring 
a perfection of system, and their elements (DA's, Ins): 

(i) ordinal (including a case of interval estimates); and 
(ii) poset. 
Table 1.5 contains several basic situations of scales coordination. 

Table 1.5. Situations of scales coordination 

Initial scales of Resultant coordinated scale 
element perfection of element perfection 

1.0rdinal Ordinal 
2.Poset Ordinal 
3.0rdinal Poset 
4.Poset Poset 
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Obviously, the problem involves the following main components: (i) initial 
different ordinal scales; (ii) additional information on correspondence between 
elements of the scale; (iii) models and procedures to build a resultant scale. 

The same monotonicity of initial scales is assumed. It is reasonable to con
sider three basic series stages of the coordination process: 

(1) analysis of initial scales {Llk Ii = 1, ... , m} ; 
(2) integration of initial scales into a preliminary aggregated scale Ll C: 

(3) approximation of the aggregated scale by a resultant scale of a required 
kind Llcp: 

Thus resultant processing is: 

In addition, we can use an index to indicate the type of the scale as follows : 
ordinal (0) ; poset (p). Note that an estimate for the scales may be an interval 
or fuzzy ones. So the following basic examples of scale coordination problems 
maybe considered: 

(a) {Ll!, Ll~} ==> Ll~ ; 
(b) {Ll! , Ll~} ==> Ll;; 
(c) {Ll!, k = 1, ... , m} ==> {Ll~}; 
(d) {Ll~, k = 1, ... , m} ==> {Ll;}; 
(e) {Ll!, k = 1, ... , m} ==> {Ll;} ==> Ll~P ; 
(f) {Ll!, k = 1, .. . , m} ==> {Ll;} ==> Ll;P; and 
(g) {Ll:, k = 1, ... , m} ==> {Ll;} ==> Ll~p. 
Fig. 1.9, 1.10, 1.11 illustrate problems of scale coordination (equivalence of 

scale elements is pointed out by double lines). 
Clearly, the following factors may be taken into account: 
(a) complexity of a procedure (i.e., comparison operations and their features) 

to obtain information on comparison of scale elements; 
(b) usefulness of data presentation and expert perception; 
(c) requirements of problems (e.g., synthesis) at the next stage of information 

processing; 
(d) quality (precision, usability, etc.) of the resultant coordinated scale; and 
(e) reliability of the results in the cases of incomplete, uncertain , and incor

rect information. 
Now we consider comparison operations for the case of two initial ordinal 

scales. Let Ll! = {al, ... ,al" .. . ,al.} , and Ll~ = {b1 , ... ,bl" ... ,bl.} be initial 
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scales, where ViI > i2 al, t at, (analogically for elements of ~~). Main 
operations to compare two elements at, E ~!, il = 1, ... ,11 and bt • E ~~, i2 = 
1, ... ,12 are the following: 

(1) equivalence at, '"" bt,; and 
(2) preference at, >- bt •. 
Moreover, this situation with several initial ordinal scales corresponds to the 

case 1 of Table 3. Here we can use the well-known algorithm for merging of 
several (m) ordered sets. Starting from the best elements of m sets we compare 
these elements (preference or equivalence) and form a resultant ordered set as 
the coordinated scale. This algorithm is based on the following number of pair 
comparisons: 

O( (It + ... + 140 + ... + Im_ d 19 m + (m - 1)), 

where Ik = I~!I [252] . 

::~ 
b1 (j) Jl(al,a2,bl ) 

b2 ==> 
(j) h(a3,b2,b3) 

b3 ==> 

a40 • b4 ==> 
(j) h( a4, b4) 

• bs • J4(bs) 

Fig. 1.9. Illustration for problem {~~, ~~} ==> ~: 

ala • bl (j) Jl(al,bd 

a20 • b2 ==> b2 ==> (j) J2(a2, a3, b2) 

.'/.1, ==> ==> (j) h(a4,b3) 

a4 • b4 • J4(b4) 

Fig. 1.10. Illustration for problem {~!, ~~} ==> ~; ==> ~:p 
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::7.~:: 
Cl • Jl(Ct} 

@ h(al, bi, C2) 
b3 

==:} a3 • C3 

b4 
@ Ja(a2, a3, b2, b3, C3) 

::~" 
==:} ==:} 

@ J4(a4,b4,bs ,C4) 
==:} ==:} 

J(b4, bs , C4) 

b6 J(as, b6) @ J5(a5, b6) 

Fig. 1.11. Illustration for problem {~!, ~~, ~~} ==:} ~; ==:} ~~p 

The problem with equivalence of scale elements may be considered as a spe
cific matching problem for 2 or more initial linear ordered sets. Clearly that two 
initial scales may be analyzed as a bipartite graph, and m-scale coordination 
problem is based on m-partite graphs. In addition, it is reasonable to apply 
topological operations on scales (linear ordered sets), for example: 

(a) compression (i.e., an element set is mapped into a resultant condensed 
element); 

(b) expansion (i.e., an element is mapped into a set of several new ordered 
elements); and 

(c) shifting. 
Thus it is possible to transform initial ordered sets into resultant ones with 

the same number of elements (as alignment in mathematical biology) . In our 
case, a vertex of the partite graph (a scale element) may correspond to several 
elements of another scale. Finally, we obtain the following properties of the 
problem: 

(1) linear ordering for vertices of graph parts; 
(2) possible correspondence of a vertex to several vertices of another graph 

part; and 
(3) pOS6lible correspondence of a vertex to an additional vertex; 
Some simple versions of the scale coordination problem are polynomial solv

able, but mainly the problem is complicated. Note considered problem is close 
to the poset scheduling problem which is NP-hard [70]. It is necessary to take 
into account that the use of expert judgment (including uncertain informa-
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tion) transforms the problem into an ill-structured one. So more complicated 
comparison operations can be applied: 

1. Element-interval: 
1.1. equivalence at, '" [bt~, bt~) (here and afterhere £' < l"); 
1.2. preference: at, >- [bt~, bt~ J; 
1.3. inclusion at, E [bt , , bt ,,). , , 

2. Interval-interval: 
2.1. equivalence [at', at") '" [bt" bt ,,); 

1 1 2 2 

2.2. inclusion [at', at") C [bt" bt ,,) ; 
1 1 - 2 2 

2.3. strong preference: [at', at") >- [bt , , bt") or at" >- bt , ; 
. 1 1 2:Z 1 2 

2·4· preference: [at', ad >- [bt" bt ,,) 
1 1 - 2 2 

when the following two conditions are satisfied: 
(a) at' >- bt , , and 
(b) 312 E [£~ , £2), £2 > £~ and at;' '" bt ,· 

Note obtaining of a large resultant scale may be useful for the algorithm of 
searching for a morphological clique (composite decisions), because the large 
scale strains a space of global effectiveness of composite decisions. However a 
small and simple scale is preferable from the viewpoint of expert perception 
and data presentation . 

In more complex situations, it is necessary to consider comparison and 
matching of several levels of perfection at the same time. In our opinion, the 
basic approach to this problem is based on expert judgement, and modeling. 
For example, a solving strategy is the following: 

(1) to generate a hypothetical alternative for each scale element ; 
(2) to describe the above mentioned alternatives; and 
(3) to solve a problem of multicriteria ranking for the alternatives (e .g., on 

the basis of pair comparison). 
Thus we obtain resultant layers that correspond to elements of the resultant 

aggregated scale. One of the possible ways is presented in section 7.3 (solving 
of assignment problem on the basis of morphological metaheuristic) . 

Finally, let us point out that recently closed combinatorial problems (key
word matching, string matching, alignment, multidimensional matching, pat
tern matching, etc.) have been intensively studied in linguistics, measurement 
in sport, information retrieval, decision making, computer engineering, mathe
matical biology, etc . ([18], [35], [160], [425], [439], [50 1], [530], etc .) . 

In our opinion, the problems of scale coordination require additional inves
tigation both from practical and theoretical viewpoints . 
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1.7 SUMMARY 

In this chapter, we have identified the key questions answered by decomposable 
systems, their modeling, design principles. We have introduced a hierarchical 
morphological design approach and briefly described auxiliary problems (struc
tural modeling, multicriteria ranking, and coordination of scales). Note that 
techniques of multicriteria ranking are well-known. In our opinion, composite 
systems, that implement many processes (ranking, clustering, combination of 
composite solving schemes), are prospective ones. The significance of structural 
modeling is increasing. Also, combinatorial problems of scale coordination re
quire many additional studies. 
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2 SOME MATHEMATICAL 
PROGRAMMING PROBLEMS 

2.1 KNAPSACK PROBLEM 

Knapsack problem (KP) is a basic combinatorial NP-hard one ([160], [347], 
[379], etc.): 

max 

s.t. 
m 

m 

LCiXi 

i=1 

'" a'x' < b ~ 11_ 

i=1 

Xi == 0 U 1, i == 1, ... , m 

and additional resource constraints 

m 

E ai,kxi ~ bk ; k == 1, ... , I; 
i=1 

where Xi = 1 if item i is selected, for ith item Ci is a value (profit), and ai is 
a weight, etc. We assume the use of nonnegative coefficients in programming 

31 
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problems here and hereafter. KP is approximate solvable, e.g., a fully polyno
mial approximation algorithm exists which is polynomial both in the problem 
dimension (here in m), and ~, where (is an error ratio bound ([160], etc.). Fig. 
2.1 illustrates KP. 

The list of approaches for KP are the following (exact, near-optimal, and 
probabilistic) ([347], etc.): 

(1) relaxations (continuous, Lagrangian, and surrogate); 
(2) branch-and-bound algorithms; 
(3) dynamic programming algorithms; 
(4) polynomial-time (approximate) and fully polynomial-time (fast approx-

imate) approximation schemes; 
(5) heuristics (e.g., greedy algorithms); 
(6) probabilistic methods; and 
(7) composite techniques. 
Note that similar approaches are used for other integer programming prob

lems also, except fast approximate algorithms, which maybe applied for a lim
ited number of problems (e.g., KP, multiple-choice knapsack problem, and some 
of their modifications) ([261]' [442]). 

1 m 

Fig. 2.1. Illustration for knapsack problem 

There exist several ways of generalizing the KP: 
(a) increasing the number of resource constraints; 
(b) use of multicriteria descriptions for items; 
(c) use of item dependencies, i.e., a special structure (poset) for items, e.g., 

KP with dependent items, multiple-choice knapsack problem, KP with com
patibility, etc.; and 

(d) use of a special structure (ordered set) for constraints (e.g., nested KP). 
Now let us consider item dependence as the following structural require

ments: 
(1) compatibility (Ins) of items as a symmetric binary relation (i.e., the 

selected subset have to contain only compatible items); and 
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(2) dependence of items as an additional logical constraint of the following 
kind: X;, 2:: X;, V i 1 ,i2 ; or a dependence digraph (or graph) Q = (I, D) con
sisting of these pairs (a set D). 

We will take into account compatibility for multiple-choice knapsack prob
lem, and for composition problems based on morphological analysis in further 
sections. The consideration of compatibility for KP leads to the search for 
a clique with the maximum total profit and a restricted total weight (profit 
clique). Tables 2.1, 2.2 present an example for the following problems: KP, 
profit clique (KP, and compatibility of selected items), limited clique (maxi
mizing the number of selected compatible items, and constraint to total item 
weight as in KP) ; and maximal clique (maximizing the number of selected com
patible items) . The following notations are used: M is the number of items in 
a decision; b = 1.3 is the right-side constraint (additional constraints are not 
applied); selected items are shown by symbol *; and for the decision 

m m 

C= LC;x; ; C' = La;x;. 
;=1 ;=1 

Here we point out an important KP with item dependence as a tree-like digraph 
Q [228]. Johnson and Niemi have examined two cases for Q: (i) ou.ttree (arcs 
corresponding to logical constraints directed from a corner), and (ii) in-tree 
(arcs direct to a corner). For the first case fully approximation scheme is 
proposed. 

2.2 MULTIPLE-CHOICE KNAPSACK PROBLEM 

Multiple-choice knapsack problem is based on grouping the items: 

max 

s.t. 

qj 

m qj 

~~c· · x·· L..J L..J I,) 'I) 

j=1 ;=1 

m qj 

~~a· 'X" < b 
~~ ',J ',J-
j=1 ;=1 

LX;,j ~ 1; j = 1, .. . , m 
;=1 

X; ,j = 0 U 1; i = 1, ... , qj; j = 1, ... , m. 

We can consider item group j Jj = {( i, j) I i = 1, ... , qj} as a set of DA's 
for a component j of a composite decision. Fig. 2.2 depicts a multiple-choice 
knapsack problem. 
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Table 2.1. Initial data and results 

i Ci I ai 
Knapsack Profit Limited Maximal 

clique clique clique 

1 0.3 0.1 * * * * 2 0.5 0.2 * * * * 3 1.2 0.5 * * * 4 0.4 0.2 * 5 0.2 0.1 * * * * 6 0.3 0.2 * 7 0.4 0.3 * * * 8 0.1 0.2 * * 9 0.1 0.3 * * 
C 2.9 2.6 

C' 1.3 1.2 1.2 

M 6 5 6 7 

Table 2.2 . Compatibility of items 

1 9 

1 1 1 1 1 1 1 1 1 
2 1 1 0 1 0 1 1 1 
3 1 1 0 1 1 1 1 1 
4 0 1 0 1 1 1 1 1 
5 1 1 1 1 1 1 1 1 
6 1 0 0 1 0 1 1 0 
7 1 1 1 0 1 0 1 1 
8 1 1 1 1 1 1 1 
9 1 1 1 0 1 0 1 
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Ji 

Fig. 2.2. Illustration for multiple-choice knapsack problem 

Multiple-choice knapsack problem is approximate solvable ([347], etc.). It 
is the simple algebraic version of the composition problem. Clearly, above
mentioned approaches can be applied to multiple-choice knapsack problems 
too ([347], etc.). 

Now let us consider multiple-choice knapsack problem with compatibility. 
Let B = ({ Jj, j = I, ... , m}, V) be a condensed morphological graph describing 
a generalized interconnectivity, where V is a set of arcs of the following kinds: 

(1) v*(x, y), if all pair of elements from Jz: and J" are compatible; 
(2) v-(x, y), if all pair of elements from Jz: and J" are not compatible; and 
(3) v+(x , y), if some (not all) pair of elements from Jz: and J" (not all) are 

compatible, here we can consider feasible interconnection . 
Obviously, V = {v*} U {v- } u { v+} . Thus we analyze the structure of V to 

reveal the following cases: 
(a) V = {v*}, 1 {v-} 1 + 1 {v+} 1= 0, (standard multiple-choice knapsack 

problem); 
(b) 1 {v-} I> 0, (decision are absent) ; and 
(c) V = {v*} U {v+} , 1 {v-} 1= 0. 
In the last case, we introduce a special graph B+ = ({Zj},{v+}), where 

elements {Zj} correspond to vertices which are connected by arcs of type v+. 
Finally, we consider the following cases: 

(i) B+ is a chain; 
(ii) B+ is a tree; 
(iii) B+ is the complete graph (standard multiple-choice knapsack problem); 

and 
(iv) an arbitrary graph. 
It follows in the standard way that if B+ is a chain or a tree, then the 

corresponding version of MCP has a fast approximate algorithm. Thus the 
kind of graph B+ can be used as a test for f-approximation solvability. 
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2.3 KNAPSACK PROBLEM WITH SPECIFIC CONSTRAINT 

Another specific knapsack-type problem with tree-like logical constraint was 
investigated in [289]. Fast approximate polynomial algorithm with relative 
errors of the objective function and constraint for the problem has been pro
posed. This problem corresponds to the design of an over-lay structure of com
plex modular software or data, but other applications are possible too (e.g., 
planning of quality analysis). The integration of software modules requires ad
ditional memory, but allows to decrease a time (i.e., frequency) of loading some 
corresponding modules. 

Let us consider the combinatorial problem. Let G = (A, 'f) be an oriented 
tree, where A is a set of vertices (software or data modules). 'f is a multi
valued mapping of A into A. Arcs of G are oriented from the root ao E A 
to leaf vertices. Each vertex ~ E ,:4 h~ a ,positive weig~,t (req~ired volume of 
RAM) (3(a) > O. Each arc (a , a ) (a, a E A and a E 'fa ) has a weight 
(i.e., an initial frequency of loading into RAM) w(a', a") > O. This arc weight 
corresponds to the frequency of calling (and loading) from module a' to module 

II 

a . 
Let7r(al,al)=<al, ... ,ai, ... ,al> be a path (aHlE'fai , j=I, ... ,/-l). 

We propose for each path a weight A(7r(a l ,a1) = L::=lA(ai ) . Denote by a 
weight of graph G the value 

where A O = {a E A I l'fal = O} is a set of leaf vertices. Let Ga = (Aa, 'f) is 
a subtree with a root a E A, and Aa contains vertex a and all other vertices, 
that can be reached from a. Graph (Aa \ a, 'f) is called tail of vertex a, and a 
value A-(a) = A(Ga ) - A(a) is called a tail weight of vertex a. Clearly that 

A(a) = max P(Ga,)}. 
a'EYa 

We examine weight w(a) and binary variable :rea) 'Va E A\ao (1 corresponds 
to a situation when the arc, directed to a, is condensed). Now let us define a 
transformation of graph G on the basis of integrating the vertices a' and a" as 
follows: 

(a) vertex a' is changed into J(a', a") with the following p,roperties: 
A(J(a', a"» = A(a') + A(a") and 'f J(a', a") = ('fa' U'fa ') \ a"; 
(b) vertex a" and arcs, which are oriented from the vertex, are deleted. 



www.manaraa.com

SOME MATHEMATICAL PROGRAMMING PROBLEMS 37 

a6 as alO ag 
Fig. 2.3. Transformation of complex software by integration of modules 

(design of over-lay structure) 

ao ao 

b(G) 

al a2 al 
a4 a5 b(c') 

=:} a2 

a3 a" a5 
as 

a7 
alO 

a6 ag 

Fig. 2.4. Usage of memory (RAM) 

For graph G we propose a binary vector ,,(a) that involves all :r(a) Va E 
A \ ao. Thus we examine the weights of vertex a and its tail as functions of 
vector ,,: A(a,,,), A-(a,,,). Now let us consider a problem (kind 1) : 

max W(,,) = E :r(a)w(a) 
aEA\a. 
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where b is a positive constant (e.g., a volume of accessible RAM). Problem 1 is 
illustrated in Fig. 2.3 and 2.4 by an example of designing the over-lay structure 
on the basis of the module integration, when different software or data modules 
can apply the same parts of RAM. In addition, we examine analogical problem 
(kind 2) with other constraints as follows: 

Let us consider some simple cases of the problem. Let Tao = {ai, ... , ai, .. . , am}, 
and Ui corresponds to an arc (aD, ad, W(Ui) = Wi. Then corresponding problem 
1 (equivalent to KP) is: 

m 

max EXiWi 
i=1 

m 

s.t. A(ao) + EXiA(ai) ~ b, 
i=1 

Xi = 0 U 1. 

The objective function in other simple cases (Fig. 2.5a, 2.5b, 2.5c, 2.5d) is 
analogical, and hereafter we examine only constraints. 

Next problem 1.1 (Fig. 2.5a) has the following constraint: 

m 

A(ao) + EXiA(ai) + 1~~~«(1- xi)A(a;)) ~ b. 
i=1 - -

This problem corresponds to a kernel load in many software packages. Similar 
problem 1.2 (Fig. 2.5b) of kind 2 is the following: 

m 

A(ao) + E xiA(ai) ~ b-, 
i=1 

max «1- xiA(ai)) ~ b+. 
1~.~m 

Problem 1.3 (Fig. 2.5c) is: 

m 

A(ao) + EXiA-(ai) + l~~m «1- xiA-(ai)) + A+(ai)) ~ b. 
i=1 - -

It is reasonable to point out the following properties of this problem: 
(a) ai (Vai E Tao) has the weight A-(ai); 
(b) ai (Vai E Tao) has the only one son with a weight A+(ai), and the value 

is the tail weight; and 
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(c) only condensing the following arcs (a o• a,) (i = 1 • ..• m) is admissible. 
Thus we have examined a sequence of simple problems on the basis of KP: 

KP or problem 1. 1.1. 1.2. 1.3. In the same way we consider a sequence of 
auxiliary problems on the base of multiple-choice knapsack problem (Fig. 2.5e. 
2.5f. 2.5g. 2.5h) . In our case. multiple-choice knapsack problem or problem 2 
(Fig. 2.2) is the following: 

m q. 

max W({Xi;}) = LL w(ai;)xij 
i=1 j=1 

m q. 

s.t. A(ao) LLxijA(aij) ~ b. 
i=1 ;=1 

qo 

L Xij = 1. i = 1 •...• mj Xi; = 0 U 1. 
j=1 

Here we apply the following set of Boolean vectors in auxiliary problems: 

X = {II: = (xfjjx?j)! xfj.x?j = OU 1; j = 1 •...• qi; i = 1 •.. .• m} 

In addition. the following constraint has to be taken into account in all auxiliary 
problems: 

qi 
'" 1 1 \oJ ' 2 < 1 \oJ' • L...JXij = . vtj Xij _ Xij' vt.J. 
j=1 

Also. the following modified objective function is used: 

m qi 

W(X) = L L(xfjw-(aij) + xtjw(aij». 
i=1 j=1 

Now. for example. let us consider auxiliary problem 2.4. that corresponds to 
kind 2 above (Fig. 2.5h): 

m 9i 

A(ao ) + LLxtjA-(aij) ~ b-. 
,=1 j=1 

For the sequence of simple problems above. we can apply approximation 
algorithms. which are based on an {-approximate algorithm ({ E [0.1]) for 
KP ([347]. [442]. etc.). In the case of these algorithms. an estimate of an 
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operation number is similar to the estimate for KP ([347], etc.), and equals 
O( "; 2 ) [289] . The algorithms apply ordering of elements from set T a by non
decreasing of A( a.) or (A - (a.) + A + (a.». 

Solutions of auxiliary problems are based on similar approximation approach 
to multiple-choice knapsack problem with the following estimates of operations 
and required memory accordingly ([347], etc.) : 

Unfortunately, we could not construct an algorithm with similar estimates 
for the auxiliary problem 2.3 (Fig. 2.5g) [289]. As a result, the (f, 6)-approximate 
algorithms with the following estimates (number of operations, and required 
memory) have been proposed: 

m 

O(~Lqi)' 
m2 

0(- max {qi}), 
.=1 f 15.$m 

where 6 is a relative error for constraints. 
In the more general case, when G is a k-level tree, the algorithm is based 

on series-parallel solving of simple and auxiliary problems above for parts (i.e., 
branches) of G [289]. Fig. 2.6 contains a Bottom-Up solving scheme for the 
tree-like G: 

Step 1. Problems 1.2. 
Step j (j = 2, ... , k - 2). Problems 2.4 
Step (k - 1). Problem 2.3. 

Estimates of the algorithms are as follows (i.e., operations, and memory): 

where m(a) = IT(a)1, m = maxaEA m(a), l1(a) =1 Aa \ {a' E Aa I ITa'l = O} I· 
In the case of 3-level tree, the estimate of the operation number is: 
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I ~R~ /'I··I ... \ "\~ 
(e) 

(f) 

(g) 

(h) 

Fig. 2.5. Illustrations for simple and auxiliary problems 

2.4 INTEGER QUADRATIC PROGRAMMING PROBLEM 

Here we consider a generalization of multiple-choice knapsack problem by tak
ing into account additive profits of item compatibility. Let a nonnegative value 
d( i, i1, k, h) be a profit of compatibility between item i1 in group Ji and item 
h in group Jk . 
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Fig. 2.6. Bottom-Up solving scheme for tree-like graph 

Also, this value of compatibility is added to the objective function . Such 
quadratic programming problem is: 

m q, q, q. 

max LLC;,jX;,j + L L L d(l,il,k,h)xl,itxk,j, 
;=1 j=1 I<k it=1 h=1 

1=1, ... ,m; k=I, ... ,m 

s.t . 

q, 

m qi ""a- -X - - < b L.., L.., 1,1 1,1_ 

;=1 j=1 

LXi,j ~ l;j= 1, ... ,m 
j=1 

X;,j = 0 U 1; i = 1, ___ , m; j = 1, ... , q;. 

The compatibility profit above may be examined for KP too. In [71J a modifica
tion ofKP is considered, in which compatibility profits and analogical quadratic 
elements in the resource constraint are used. However the quantitative assess
ment of these interactive impacts on the profit and/or resource is a complicated 
process. 
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2.5 INTEGER NONLINEAR PROGRAMMING 

The design of a complex system with redundancy has been widely used in en
gineering. Berman and Ashrafi have examined integer nonlinear programming 
(INLP) problems for the modular design of independent DA's. They consider 
the following four versions of selecting an optimal module set: 

(1) for one function system (without redundancy); it is a modification of 
multiple-choice knapsack problem; 

(2) for one function system (with redundancy); 
(3) for a system with Ie series functions (without redundancy); and 
(4) for a system with Ie series functions (with redundancy) . 
Let us consider only model 2 above (p( i, j) is the reliability of version j for 

module i (Fig. 2.7): 

m q, 

max II(1- II(1- P;,jX; ,j)) 
;=1 j=1 

q. 

s.t . LX;,j ~ 1, i= 1, ... ,m 
j=1 

m q, 

~~c' 'x" < b L..,.; L..,.; , ,1 1,1_ 

;=1 j=1 

X; ,j = 0 U 1, i = 1, ... , m, j = 1, ... , qt . 

Fig. 2.7. Illustration for integer non-linear programming 

Mainly for integer nonlinear programming the following techniques are used : 
(1) branch-and-bound techniques; 
(2) dynamic programming techniques; and 
(3) heuristics including reducing to linear integer or continuous programming 

problem ([41], [379], etc.). 
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2.6 MIXED-INTEGER NONLINEAR PROGRAMMING 

The use of mixed-integer nonlinear programming (MINLP) techniques is exam
ined for the synthesis of engineering systems in ([113], [186]). Generally, this 
approach is based on the following steps: 

Step 1. Generating the superstructure, and DA's. 
Step 2. The structure is modeled as the MINLP problem: 

max F(x,y) 

s .t . h(x, y) = 0 

g(x, y) ~ O. 

Step 3. Solving the problem where x is a binary vector (existence or selection 
of the items or DA's, i.e, 0 not selected, 1 selected); y is a vector of contin
uous variables (e.g., sizes, parameters); F(x, y) is the objective function (e.g., 
weight, cost); h(x, y) = 0 represents the performance or analysis equations; and 
g(x, y) ~ 0 represents the design specifications and logical constraints. 

For many engineering applications in synthesis, the dominant structure is 
that the MINLP is most often linear in 0/1- variables with nonlinearities being 
present in the continuous variables. The following techniques are used for 
problems above ([186], [379], etc .): 

(a) the branch and bound method for MILP; 
(b) specialized combinatorial optimization techniques; 
(c) the reduced gradient method ; and 
(d) interior point methods. 

2.7 BllEVEl PROGRAMMING 

Systematic analysis of mathematical models for hierarchical management sys
tems has been proposed by Mesarovic , Macko and Takaharo in [353J . This book 
has described many issues including bilevel programming problems, and global 
optimization problems. In recent decades, there exists a new trend to analyze 
and to apply some generalized optimization problems (e.g., global optimization, 
hierarchical optimization) from two basic viewpoints as follows: theoretical in
vestigation, and applications including multi-processor computing ([212J, [356], 
etc.) . In this context, let us consider basic problems of bilevel/multilevel pro
gramming, that are under intensive study of many investigators ([16], [522], 
etc.). A bibliography review on the topic is presented in [522J. The (continu
ous) bilevel programming problem (BPP) is formulated as follows ([356], [522], 
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mm :J:,y 

s.t. 

F(x , y) 

g(x , y) ~ 0, 

where y (for each value of x) is the solution of the so-called lower level problem: 

mm !(x,y) 
y 

s.t h(x, y) ~ 0, 

with x E Rn:J:, y E Rny; F,! Rn:J:+ny -+ R; g : Rn:J:+ny -+ Rnu ; and 
h : Rn:J:+ny -+ Rnl . In addition, let us denote the following: 

(1) upper level : variables: x, constraints: g(x, y) ~ 0, objective function: 
F(x, y) ; 

(2) lower level: variables: y, constraints: h(x, y) ~ 0, objective function : 
!(x, y) . 

The BPP is convex if !(x, y) and h(x, y) are convex functions of y \Ix, and 
basic classes of BPP are the following [522] : linear BPP (all functions involved 
are affine), linear-quadratic BPP (! is a convex quadratic function), quadratic 
BPP (F and! are convex quadratic functions) . The simplest version of BPP, 
i.e linear BPP, is HP-hard ([227], [199], etc.) . Some problems of mathematical 
programming (e.g., minimax problems, linear integer problems, bilinear and 
quadratic problems) can be rewritten as a linear BPP [522]. 

Note that many applications of BPP (e.g., network design/management, fa
cility location) have discrete nature, and are similar to combinatorial synthesis. 

Mainly the following basic classes of algorithms for BPPs are pointed out ( 
[15], [522], etc.): 

(1) extreme point algorithms (linear BPPs, linear-quadratic BPPs); 
(2) branch and bound algorithms (convex BP, integer linear BPP, integer 

quadratic BPP); 
(3) complimentary pivot algorithms (linear BPPs, linear-quadratic BPPs); 
(4) descent methods (convex BP, nonlinear BPPs); 
(5) penalty function methods; and 
(6) artificial intelligent based approaches. 

2.8 SUMMARY 

In this chapter, we have described basic optimization problems, that can be 
applied for the selection and synthesis of items (in particular, DA's). Also it is 
reasonable to point out the importance of the following: (i) study of versions 
for described problems under uncertainty, and (ii) and real applications of the 
problems. 
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3 MORPHOLOGICAL APPROACH AND 
MODELS 

3.1 MORPHOLOGICAL ANALYSIS 

Let us consider composition problems on the base of morphological analysis. 
Initial information is the following: a set of morphological classes; DA's of 
each morphological class; binary compatibility between elements for each pair 
of elements, that are of different morphological classes (0 corresponds to an 
infeasible pair). Also, we search for the following composition of DA's (one 
representative of each morphological class) with nonzero compatibility 

S = {S(l), ... ,S(i), ... ,S(m)}, 

where S(i) is component i. The problem was proposed by Zwicky [554]. Howard 
has proposed morphological tables to generate management decisions [213]. 
Ayres has examined the problem on the basis of searching for the nearest fea
sible composition S to a given one [22]. 

An analysis of analogical models has been executed in ([127], [254], 
[476], etc.). Note that close problem of distinct representatives has been studied 
in ([194], [254], [425], etc.). Generally, this problem is NP-complete ([254], etc.). 

47 
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3.2 MORPHOLOGICAL CLIQUE PROBLEM 

3.2.1 Preliminary Description of Basic Problem 

Now let us consider a basic version of morphological clique problem as a gen
eralization of morphological analysis ([295], [296], [300] etc.): 

(a) the common ordinal scale for DA's (priority r = 1, ... , I; 1 corresponds to 
the best priority); 

(b) the ordinal scale for compatibility 0, ... , u (u corresponds to the best one); 
and 

(c) the vector of system excellence for decision S: 

N(S) = (w(S); n(S», 

where w(S) is the minimum of pairwise compatibilities in S, 

n(S) = (n(I), ... , n(r), ... , n(l», 

where n(r) is the number of components of the rth quality in S (a histogram) . 
Clearly, n(S) is a fuzzy estimate ([34], etc.). 

Thus we search for feasible decisions which are non dominated by N(S). Fig. 
3.1 demonstrates two equivalent presentations of an instance of the lattice on 
N = (w; n(I), n(2), n(3» for the following case: w = canst, m = 3, 1=3. 
The complete lattice on N contains u interconnected lattices for w = 1, .'" u. 
In addition, we can use layers of the system excellence, e.g., ideal decisions (of 
the best DA's), Pareto-effective by N DA's, etc. 

Trivially, a basic solving scheme is: 

Step 1. To construct feasible compositions. 
Step 2. To select Pareto-effective composite DA's. 

Evidently, the problem is NP-hard. Usually for constructing the feasible 
compositions there are used backtracking, and the following two opera
tions ([254], [476]): 

(a) rejecting the infeasible DA's; and 
(b) revealing the situation when the composite decision does not exist. 
In our case, more complex scales for DA's, Ins, and S allow to apply a direct 

solving scheme both from w = u, and r = I. Moreover, experts can participate 
at all stages of the solving process. 
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The sum of 

# 
priorities: 

< 3,0,0 > 3 (111) 
# I I 
<2,1,0> 4 (211) 

I I I II I 
< 2,0,1 > < 1,2,0> 5 (311) (221) 
# II II II II 
< 1,1,1> <0,3,0> 6 (321) (222) 

II Ii II Ii 
< 1,0,2 > < 0,2,1 > 7 (331) (322) 

I I I II I 
< 0,1,2> 8 (332) 

I I 
< 0,0,3 > 9 (333) 

(a) (b) 

Fig. 3.l. Two eguivalent gresentations of an instance of the lattice 
on N = (w ; nll) , n(2), n(3», w =const, m = 3, 1=3; 

(a) posItion liisto.gram") presentation with the numbers 
of DA's n(S), 

(b) direct presentation with the priorities of DA's. 

49 

The considered morphological clique problem is the basic one in HMMD. 
Fig. 3.2 depicts a relationship of several well-known combinatorial problems 
and morphological clique problem, 

3.2.2 Formulation of Problem 

Let G = ({A(j), j = 1, .. " m}, {{E(j), j = 1, ... , m} U Ee}) be a morphological 
graph, where A(j) is a set of vertices (design alternatives DA's) in morpholog
ical class j, I A(i)&A(j) 1= 0, E(j) is a set of arcs inside the morphological 
class j (partial order), Ec is a set of arcs (compatibility, interconnection Ins) 
between DA's of different morphological classes (symmetric binary relation). 
We will use priorities besides of E(j). The problem is: 

Find a morphological clique (morphological scheme, composite decision or 
DA S) that consists of the best DA's (one representative of each A(j») with 
taking into account admissibility. 
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Morpholo~cal Problem of Multiple-choice 
analysis [ 4] reflresentatives kna~sack 

([ 94]' [425]) pro lem [347] 

1 1 1 
Long ran~e process Problem of com~atible Multiple-choice 
design [4 6] representatives 54] problem with 

s¥ecial structure 
o interconnection 

l I 
~ ~ 

Searching for the Mor~holo~ical cli~ue Integer nonlinear 
nearest morr.hol1jical -- rob em 295], [2 6], f-- programming [41] 
scheme ([22 ,[12 ) 297], [30 ) , 

1 
, 

I I 
Maximum clique Multicriteria Quadratic inte~er 
rroblem ~2'fuJ§60], composition on the programming 1] 
177], [22, ], basis of Pareto-

[390], etc.) effective points [39] 

Fig. 3.2. Some combinatorial models of synthesis 

Fig. 3.3 contains an example of the morphological clique. 

A4 • A2 
• ... •• ) • <T> ...• 

f---,.~--i 

"-<!> 

• 
Fig. 3.3. Example of morphological clique 

Morphological space is the following : A. o = A(I) * ... * A(j) * ... * A(m) . 
Let S = {S(1), ... , S(j), ... , SCm)} be an admissible decision (morphological 
scheme), where component S(j) is an element of AU), w(ec(S(a), S(b))) is the 
arc weight for each component pair Sea), S(b) E S, and 

w(S) = min {w(ec(S(a), S(b))) I VS(a) , S(b) E S} > 0 



www.manaraa.com

MORPHOLOGICAL APPROACH AND MODELS 51 

corresponds to admissibility by Ins. Denote by Z = {S} a set of admissible 
decisions. We will use parametric space A( wo), where w > woo Quality vector 
of S by components is the following: n(S) = (n(I), .. . , n(i), ... , n(k)), where 
n(i) is the number of elements with a priority r = i (r = 1 corresponds to 
the best level) . N(S) = (w(S); n(S)) corresponds to a generalized quality 
(performance). Additional designations are: 

I. Decisions: 
(1) Y is the set of composite decisions which are Pareto-effective by N; 
(2) Id is the set of ideal composite decisions (of the best components). 

II. Parameters of problems: 
(1) Wo = ma.x{ w}, ... , 1 is a limit for the minimum of w(S); 
(2) i = 1, ... , k is a limit for the worst design alternative in S, we examine 

A(i,j) = {a E AU) I r(a) < i + I} and 

Bi = A(il) * .. . * A(ij) * ... * A(im); 

(3) f = {Nil} or {n'} is the set of reference points. 

III. Basic problems: 
(1) ~ is constructing of Z; 
(2) W is searching for Y . 

IV. Parametric problems and decisions: 
(1) ~i(Wo, f) ~ Zi(Wo, r); 
(2) Wi(Wo, f) ~ Y;(wo, f). 

Note the following lemma is evident: 

Lemma 3.1. 
Suppose S E Y(wo = I) , and S' E Y(wo = 1- 1); then N(S')!::: N(S). 

Now let us consider the following problem: 

Arg {N(So) I N(So) !::: N(S) 'VS E Z}. (3.1) 

3.2.3 Algorithms 

Basic solving scheme for (3.1) consists of the stages (algorithm 1): 

Step 1 (Problem <1». To construct Z = Z(A) . 
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Step 2 (Problem W). To select Pareto-effective point set Y = Y(Z). 

Step 2 of algorithm 1 has complexity that is a polynomial in I Z I. Since 
4> is NP-complete, it is reasonable to reduce its dimension, e.g., to use several 
subproblems with lower dimension. Consider the problem W(f): 

Arg{N(So) I (N(So) ~ N(S), 5 E Ao)& 

((incomparable N(So) , N(S)) U (N(So) >- N' E r)}. (3.2) 

Further, we examine the set Y(N') and partial order on the vectors {N(S)}, 
and by inclusion for Y(N(S)). It is evidently the following: 

Property 1. If N' ~ N", then Y(N") 3 Y(N'). 

Let Ai,j = {a E Aj I r(a) < r + I} and, accordingly, Ai = Ai,l * ... * Ai,j * 
.. . *Al,m, Ai(N'), Wi for (3 .1), and Wi(N'), Yi(N') for (3.2) . Finally, consider 
algorithm 2 [300]: 

Step O. Initialization: w':= max(w); w":= 1; j' := 1, i" := k . The set 
of decision Y is em,pty (IYI = 0); and r = {(O; 0, ... , 0, m)}. 

Step 1. Wo := w . 
Step 2. i := i'. 
Step 3. Solving of problem 4>i(Wo,r), i.e., construction of Zi(Wo,r) . 
Step 4. Solving of problem Wi(Wo, r), i.e., selection of Y;(wo, r). 
Step S. If I Yi(wo) I> 0 then begin Y := Y U Yi(Wo); r := r U Yi( wo); if i = 1 

then Stop; i" := i-I; go to Step 2, end. 
Step 6. If Wo = w" then go to Stop else Wo := Wo - 1 and go to Step 2. 
Step 7. If i = i" then go to Step 1 else i := i + 1 and go to Step 3. 

Algorithm 2 contains subproblems and the only subproblem 4>i(Wo, r) is NP
complete ([254]' etc.). All other parts of algorithm 2 are polynomial in problem 
parameters and I Zi(Wo, f) I. Mainly, the dimension of problem 4>i(Wo, r) is 
not high, and it -is possible to use for this problem backtracking. 

In addition, it is reasonable to use algorithmic rules, e.g., as follows: 
(i) to reject dominated elements or decisions; and 
(ii) to reveal the situation when admissible decisions do not exist ([300], 

[476]) . 
Fig. 3.4 demonstrates a subgraph that can not be included into a decision 

(negatiue example). 
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Fig. 3.4. Negative example for morphological clique 

Fig. 3.5 illustrates a generalized idea of algorithm 2. For beginning we try 
to search for the best decisions near the ideal point (stage 1, domain 1), and 
so on. 

Quality 
of DA's 

Domain 4 

Domain 3 

Domain 1 

Domain 2 

Fig. 3.5 . Generalized idea of algorithm 2 

3.2.4 Improvement of Composite Decisions 

Ideal 
point 

Stage 1 

Stage 2 

Stage 3 

Stage 4 

In our opinion, now the analysis and improvement of complex decisions become 
crucial problems in the design and planning processes. Let us consider the 
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analysis and improvement of composite DA's. Suppose S(j) is a component of 
composite decision 

S = S(I) * ... * S(j) * .. . * S(m), 

S' =S(I)* ... *S(j-l)*S(j+l)* ... *S(m) 

is an auxiliary composite decision without element S(j) (for a reduced prob
lem) . It is assumed that n is a standardized vector. Thus we can consider the 
following: 

Definition 3.1. S(j) is called: 
(a) S-improving element, if N(S) >- N(S'); 
(b) S-neutral ~lement, if N(S) = N(S'); and 
(c) S-aggravating element, if N(S') >- N(S). 

We will use the analogical definition for w. Note that these elements of 
composite DA's are close to graphs elements proposed in [201] . Now let us 
consider a proximity for composite DA's. Let 0 be a variation by w or n 
for S', S": 

Thus we obtain the integer metric Ow and a vector proximity On . 
Here we use the integer metric both for Ow and On as a sum of variation 

units. 
Similar approach may be used for a sets of composite DA's. Now it is possible 

to introduce the definition of a neighbor for the composite decisions: 

Definition 3.2. A composite decision {S"} is called a Oo-neighbor of a 
composite decision S' by w or n, if the following condition is correct: 

The definitions of a neighborhood of S' by w or n are: 

Dw(S' , 00 ) = {SIt I (Ow (S', SIt) = Oo)&(On(S', SIt) = O)}, 

Dn(S', ( 0 ) = {SIt I (Ow (S', SIt) = O)&(On(S' , S") = ( 0 )}. 

In this way, D(S, ( 0 ) is said to be a 80 -neighborhood of S . The neighborhoods 
of a set {S} are: Dw( {S}, (0 ), Dn({S}, 00 ) , and D( {S} , 00 ). Also, we use the 
neighborhood of Pareto-effective layer Y as follows: Yw(80 ), Yn(Oo), and Y(80 ) . 
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Finally, by Id(Bo) denote a neighborhood of an ideal point set Id. Thus we get 
the following layers of a system perfection: Idj Id(l)j Yj Y(I) . 

Two main parameters may be considered to classify the bottlenecks of com
posite DA's: (a) a result of improving the bottleneckj and (b) a constructive 
type of the bottleneck. 

The following kinds of improvement actions are examined: 
(1) the generation of Idj 
(2) the improvement of Y j 
(3) the extension of Y, i.e., improving of elements of Y(I)j and 
(4) the restriction of Y by building a new Pareto-effective point, that domi

nates by N some elements of Y. 
In general, there are the following two cases: (a) IYII- OJ and (b) IYI = O. 

In the last case, we can consider only a construction of an admissible composite 
decision as an extension of the Y. In this case, it is necessary to search for an 
inadmissible interconnection, the improvement of which enables to construct 
an admissible decision. Constructing an admissible decision(s) is based on 
examining all inadmissible interconnections. Now we examine the existence of 
Y. Two following constructive types of bottlenecks are: 

1. S-aggravating elements of the points of Y. The improvement of the 
element enables to improve a point of Y. As a result, we can obtain a restriction 
of Y, when a new built point dominates by N some points of Y. 

2. Corresponding elements of the neighborhood, e.g., Y(I). The improve
ment of the bottlenecks allows to extend Y. 

Let us consider algorithms to reveal bottlenecks: 

Algorithm 3. 
Step 1. To find all S- aggravating elements (components, interconnections) 

for the decisions of Y. 
Step 2. To analyze each S-aggravating element. 

Algorithm 4. 
Step 1. To construct Y(I). 
Step 2. To analyze each element in Y(I). 

Generally, planning of the improvement process consists of the following: 
(a) selection and combining of the improvement actionsj and 
(b) scheduling of the actions. 
The first problem is similar to knapsack problem or morphological clique. 

Scheduling may be based on well-known models ([50], [85], [160], etc.). 
Fig. 3.6 depicts a quality lattice, Pareto-effective points (#), neighbors, and 

two kinds of improvement actions. 
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In this section, we have described an analysis and improvement of the graph 
system. Note that close approach to analyze a graph, that corresponds to a 
team, has been proposed in ([201]' [430]). In ([498]) this approach has been 
generalized for fuzzy graphs, when fuzzy estimates are used for compatibility. 

ideal point 

w=2 
w= 1 

Fig. 3.6. Quality lattice, Pareto-effective points (#), neighbors, 
and improvements (-+) 

3.2.5 Example of Solving and Improvement 

Finally, let us consider a numerical example. The structure of the designed 
system, and DA's are the following (priorities of DA's are shown in brackets): 

(1) subsystem H: H l (2), H2(3), H3(1), H4(2); 
(2) subsystem T: T l (l), T2(3); and 
(3) subsystem U: Ul (l), U2(1), U3(2). 
Table 3.1 contains compatibility of DA's. Pareto-effective composite DA's 

are the following: 
(a) N = (4; 1, 1, 1): SI = H3 *T2 * U2; 
(b) N = (3;2, 1,0): S2 = H3*Tl *U2; S3 = H3*Tl *U3; and 
(c) N = (2;3,0,0): S4 = H3*Tl *Ul . 

Points, corresponding these vectors (N), are indicated in Fig. 3.1 (Fig. 3.5) 
by symbol #. Some bottlenecks and improvements for these composite DA's 
are presented in Table 3.2. 
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Table 3.1. Compatibility of DA's 

Til T21 T31 Ull U21 U3 

HI 3 3 3 3 2 4 
H2 3 4 3 4 4 3 
H3 4 4 4 2 4 3 
H4 2 4 2 3 4 4 
Hs = Hl&H4 2 3 2 3 2 4 
H6 = H2&H3 3 4 3 2 4 3 
Tl 2 3 4 
T2 1 4 3 
T3 = Tl&T2 1 3 3 

Table 3.2. Bottlenecks and improvement actions 

Composite DA's Bottleneck Action 

DA's Ins wlr 
51 = H3*T2*U2 T2 3=>2 
51 = H3*T2*U2 U2 2 => 1 
52 = H3*Tl *U2 T2 2 => 1 
52 = H3*Tl *U2 (Tl' U2 ) 3=>4 
53 = H3*Tl *U3 U3 2 => 1 
53 = H3*Tl *U3 (H3, U3) 3=>4 

Now let us include into our example a redundancy by the following addi
tional aggregate DA's (with the 1st priorities): Hs = Hl&H4 ; Hs = H2 &H3; 
T3 = Tl&T2. Compatibility of these aggregate DA's equals the minimum of 
corresponding compatibility estimates of included elements (see also Table 3.1). 
Additional Pareto-effective composite DA's are the following: 

(a) N=(4;1,1,1): 5s =H6*T2 *U2 ; 

(b) N = (3;2, 1,0): 56 = H6*Tl *U2; 57 = H6*Tl *U3; 58 = Hs*T3*U2 ; 
59 = H6*T3*U3; and 

(c) N = (2; 3,0,0) : 510 = Hs*T1 *U1 ; 5 11 = Hs*T1 *U1 • 

Fig. 3.7 demonstrates a concentric presentation of composite DA's. 
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Fig. 3.7. Concentric presentation of composite DA's 

3.3 TAXONOMY OF MODELS 

Let B = ({ aU), j = 1, ... , m}, V) be the condensed morphological graph de
scribing a generalized interconnectivity: each vertex aU) corresponds to mor
phological class j in G; V is a set of arcs of the following kinds: 

(1) v*( i, j), if all pairs of elements of A( i) and AU) are compatible; 
(2) v- (i, j), if all pairs of elements of A( i) and AU) are not compatible; and 
(3) v+(i,j), if some (not all) pairs of elements of A(i) and AU) are compat-

ible . 
Clearly, V = {v*} U {v+} U {v-}. Now we analyze the following: 
(a) V = {v*} , I {v+} I + I {v-} 1= 0 (e.g., basic multiple-choice knapsack 

problem); 
(b) I {v-} I> 0 (admissible decisions do not exist); and 
(c) V = {v*} U {v+} , I{v-}I = O. 
In the last case, we use graph B+ = ({ bj }, {v+} ), where vertices are con

nected by arcs of type v+. Analogical morphological graph, and its components 
were introduced in section 2.2 

Our description of a taxonomy for composition problems is the following: 

Problem := Result I Components I Compatibility I Restriction, 
Result := t, a; 
Components := num, a; 
Compatibility := rei, a, tB+ ; 
Restriction := ine, str; 

where type t := S I F I Sr 1M; S corresponds to the best composite 
decision; F corresponds to a family of the best decisions; Sr corresponds to the 
best decision with redundancy, i.e., with a duplication of some cornponent(s) ; 
M is a morphological decision; assessment a := amd I N I ad I nil rei I vee I b I 
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01 int; adm corresponds to admissibility; N = (w(5); n(5)); ad corresponds to 
an additive function; nl corresponds to a nonlinear function; pr corresponds to 
a preference relation; vee corresponds to a vector description; b corresponds to 
a binary description; 0 corresponds to an ordinal description; int corresponds 
to a function with interval ordinal value; num corresponds to the number of 
morphological classes; rei corresponds to binary relation Ee , e.g., symmetric 
& reflexive (sym&reJ) , asymmetric, etc.; tB+ := empty I chain I tree I G 
(general case of graph) or C (complete graph); ine corresponds to inequalities; 
str is structural restrictions. 

The known examples are the following: 
(a) basic morphological clique problem ([295], [296], [300], etc.): 

5,N I m,o I sym&reJ,o,G I 

(b) morphological analysis ([22], [254], [476], etc.) : 

5 , adm I m , I sym&reJ, b, G I 

(c) multiple-choice knapsack problem [347]: 

5, a I m , a I sym&reJ, b, empty line 

Let us consider some versions of morphological clique problem. First let us note 
that the solving scheme for the version F, N I m, 0 1 sym, 0, ge I is based on the 
basic version above. Secondly we propose the use of an interval (fuzzy) scale 
for the assessment of DA's: 50' N I m, int I sym, 0, ge I. Here the preference 
relation by n(5) will be a little more complex. This version is the basic one for 
the following: 

5r ,N I m , o I sym,o,ge I, and 
M,N I m , o I sym,o, ge I· 
In this case, we consider an aggregated design alternative (DA), that includes 

several original ones. Interconnection of aggregated DA will be equal to the 
intersection of original interconnection of initial DA's. The priority of the 
aggregated DA will be a histogram on the basis of original priorities. Thirdly 
fast approximate algorithms exist for the problems as follows: 

50 ' ad I m, ad I sym, b, co I ine (multiple-choice knapsack problem [347]); 
50 ' ad I m, ad I sym, b, chainline ; and 
50,ad I m,ad I sym,b, tree line. 

3.4 ISSUES OF COMPLEXITY 

Clearly considered combinatorial composition problems are very hard. Let 
us point out some basic factors of complexity as follows: (a) evaluation of 
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DA's; (b) evaluation of Ins; (c) integrated evaluation of composite decisions S 
(d) structural kind of Ins (e.g., graph B+), and its properties; (e) approach 
to define a pair compatibility; (f) dependency of pair compatibility; and (g) 
additional constraints and requirements. 

Note that a role of item compatibility in combinatorial problems is increas
ing. Some simple polynomial solvable cases of the problem of compatible repre
sentatives (e.g., with transitive Ins) have been studied in [254]. Approximation 
algorithms have been proposed for a close problem in [475]. Approximation 
schemes are prospective ones, and our attempt to design an approximation 
algorithm is presented in the next section. Contemporary problems in approxi
mation approaches for combinatorial models have been studied in ([539], [540]). 
Other ways are based on heuristics ([28], etc.). 

3.5 ISSUES OF APPROXIMATION 

Approximation approaches for optimization problems are based on approxi
mating the following: (a) goal function(s); (b) restrictions. 

For example, similar techniques are applied for knapsack problem ([347J, 
[289]' etc.). In the case of morphological clique problem, we can approximate 
the following two main elements of composite decision S: (i) quality of DA's; 
and (ii) quality of Ins. 

Here we examine an approximation of the 2nd element by two ways as follows: 
(1) approximation of initial structural requirements that are mapped into 

compatibility structure B+; and 
(2) weakening the requirements to pair compatibility of DA's of different 

morphological classes. 
The 1st way above may provide polynomial solvability of morphological 

clique problem because we can use simple structural approximations (e.g., 
chains, trees). In the 2nd case, we can consider a decision (quasi morphological 
clique problem): 

so = S°(1), ... , S°(i), ... , SO(m), 

where sa(i) is a set of items of morphological class i. Let 

be a vector-like system excellence for sa, where w(sa) is the minimum of com
patibility between each item of So (i) and an item for each other morphological 
class, k(SG) = (k(l, ... ,k(r), ... ,k(I)), where k(r) is the number of components 
of the rth quality in sa (a histogram). Here it is possible to reject an item 
j, if there exists a morphological class that does not contain an item which 
is connected with item j with compatibility weight more or equal to w(sa). 
Evidently, that some other versions of rejection rules may be applied too. An 
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example of quasi morphological clique (m = 4) and w(sa) = 2) is presented in 
Fig. 3.8. 

Fig. 3.8. Example of quasi morphological clique 

In addition, we can describe a relationship of S and sa : 

Lemma 3.2. 
1. Each S is contained into corresponding sa. 
2. There exists situations, when sa does not include corresponding S. 

The proof of the 1st part is trivial because each S is sa . The 2nd part may be 
proved by example (see numerical example 5) . This lemma 3.2 has a significant 
corollary, because each existing S is contained in corresponding sa . Thus we 
can search for S on the basis of a preliminary construction of corresponding 
sa. 

Let us examine a numerical example for a 5-component system ([304], [312]): 
1. H: Hl(2), H2(1) , H3(3), H4(1). 
2. T: Tl(2), T2(3), T3(1), T4(1). 
3. I: 11(1),12(3),13(1),14(2). 
4. J : h(I), h(3), h(2), J4 (1) . 
5. F : FI(2), F2 (1), F3(2), F4(3), F5(1) . 
Compatibility is presented in Tables 3.3, 3.4. Thus we compute composite 

decisions for the following cases: 
Example 1. Basic morphological clique problem: 
SI = HI * TI * 12 * h * F4, N(St} = (2; 0, 2, 3); S2 = H3 * T3 * 14 * h * F I , 

N(S2) = (1; 1,3,1). 
Example 2. Morphological clique problem with the approximation of struc

tural requirements (chain: I - T - H - J - F): 
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sg = HI * Tl * 13 * J3 * F3, N(Sg) = (3; 1,4,0). 
Example 3. Morphological clique problem with the approximation of struc

tural requirements (tree: T - H - J - F, and J - I): 
S: = HI *T2 d 2 * h * F l , N(S:) = (4;0,3,2). 
Example 4. Morphological clique problem with redundancy. Here we 

use additional pairs of items as follows: H5 = Hl&H2(1), T5 = Tl&T3(1), 
J5 = h&h(1), F6 = Fl&Fs(1), and assume that attributes (including com
patibility) of composite items are an aggregation of attributes of initial items. 
In our example, the priority and compatibility of a composite item are equal 
to the best initial ones (Table 3.4). As a result we obtain the following: 

S~ = Hs * Ts * h * Js * F6 = (Hl&H2) * (Tl &T3) * 13 * (Jl&h) * (Fl&Fs), 
N(S~) = (4;5,0,0) . 

Example 5. Morphological clique problem with weakening the requirements 
to pair compatibility of items: 

sg = {H2 , H4 }* {T3 , T4 } * {h, h} * {Jl, J4 } *{F2 , Fs}, N(Sg) = (5; 10,0,0). 
Note that similar approximation approach may be useful for information 

design ([299], [312)). 

Table 3.3. Compatibility of DA's 

nlnlnlnlhlhl~I~lhlhlhlhl~I~~~~ 
HI 4 0 0 0 0 2 0 0 0 2 4 0 0 0 0 2 0 
H2 0 0 0 5 0 0 5 0 0 0 0 5 0 0 0 0 5 
H3 0 0 1 0 0 0 0 2 0 0 1 0 1 0 0 0 0 
H4 0 0 5 0 5 0 0 0 5 0 0 0 0 5 0 0 0 
Tl 0 2 3 0 0 3 0 0 0 0 0 2 0 
T2 0 0 0 0 0 0 0 0 0 0 0 0 0 
T3 0 0 5 1 0 0 4 5 3 0 0 0 5 
T4 5 0 0 0 5 0 0 0 0 5 0 0 0 
II 0 0 0 5 0 0 0 0 5 
12 0 3 4 0 0 0 0 2 0 
h 5 0 0 0 0 5 0 0 4 
14 0 0 1 0 1 0 0 0 0 
Jl 0 0 0 0 5 
h 0 0 0 0 0 
h 4 0 3 0 0 
J4 0 5 0 0 0 
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Table 3.4. Compatibility of DA's 

rsl 131 Jsl Fs 

Hs 4 5 4 5 
Ts 5 4 5 
13 5 4 
Js 5 

3.6 SERIES-PARALLEL MULTI-PERIOD STRATEGY 

3.6.1 Operational Environment 

Multi-period planning/decision making has been used in economical planning, 
in production planning and scheduling, in problem solving, in model manage
ment, in method engineering, etc. ([62], [106], [141], [171], [298], [375], [462], 
[542], etc.). Note that in recent years there exists a trend from software li
braries to problem-solving environment PSE (i.e., advanced solution methods, 
automatic or semiautomatic selection of solution methods, and ways to incor
porate novel solution methods) ([49], [62], [157], [418], etc.). As a result, the 
significance of model management and method engineering is increasing. Fig. 
3.9 depicts two examples of series-parallel strategies for a multi-period problem. 

~~:: 
• .~ ::7 0 

Period Period Period Period Period 
1 2 3 4 5 

Fig. 3.9. Examples of multi-period series-parallel solving 
strategies 

Note series-parallel processes correspond to tree-decomposable graphs, i.e., 
it is possible to decompose an initial graph on the basis of a derivation tree. 
Other tree-decomposable graphs (e.g., trees, partial k-trees, etc.) have been 
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studied in ([58], etc.). In our case, we apply a structure which is similar to 
AND-OR tree. 

In this section, we examine the synthesis of the three-period series-parallel 
solving strategy for multicriteria ranking [304]. Another similar example is 
contained in [298]. 

Usually planning of decision making processes is based on the selection, in
tegration, and sequencing of models of a model base ([171], [375], [462], etc.). 
Note close procedures often are based on the following: (i) various heuristics 
[106]; and (ii) special model knowledge including descriptions of basic submod
els, their connections ([375], etc.). For example, issues of the method selection 
on the basis of an expert system have been studied in [385]. 

On the other hand, a two-stage series-parallel procedure for choice problem 
has been proposed by C.R. Plott [398]. In this case, the problem of choice or 
set-ta-set transformation is considered, where a set of admissible alternatives is 
transformed into the set of chosen (best) alternatives. Plott has suggested path 
independence for series-parallel data processing. The condition requires the 
following: results of data processing (two-stage or more general multi-stage) 
would not depend on the form of the procedure, but should only depend on 
preference relations and on the set of alternatives. Path independence in series
parallel data processing has been studied by many researchers ([237], [342], 
[343], etc.). 

In this section, we consider composition problem for a solving scheme on the 
basis of HMMD, including series and/or parallel composing of the composite 
DA's for data processing (articulation of preferences) with taking into account 
Ins among DA's. In this application, Ins correspond to compatibility of series 
DA's, and independence of parallel DA's. 

Usually information part of DSS involves the following: 
(1) data (alternatives or basic items, criteria, multicriteria estimates of al-

ternatives upon criteria, preference relations); 
(2) tools for maintaining data (DBMS and interfaces with commercial DBMSs); 
(3) support information for learning (e.g., a helper, etc.). 
Here the following information (a preference relation or a matrix) Rj(j = 

0, ... 3) is examined ([294], [317]) : 
(1) basic data as alternatives (items), criteria, multicriteria estimates of 

alternatives upon criteria (Ro); 
(2) a preference relation of alternatives (RI); 
(3) an intermediate linear ordering of alternatives (R2); and 
(4) a ranking of alternatives (R3), when an ordinal priority for each alterna

tive is defined. 
We assume the following kinds of basic operations: (i) data processing (series 

and/or parallel); (ii) data aggregation; (iii) parallelism of solving process on the 
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basis of considering the different elements (alternatives, criteria, techniques, 
experts). 

Diagnosis of task, user and 
decision situation; Requirements 
specification of requirements 

r--

J 
Transformation of basic t-- Hierarchical morphological 
morphology (selection space of algorithms and 
of operations, etc.) procedures 

I--

1 
-1 Working morphology 

1 1 
Composing a solving strategy Solving strategy 

Fig. 3.10. Design scheme for solving strategy 

The solving process may be presented as a hierarchy with the following levels 
([35], [294]' [317]): 

(1) algorithms and man-machine interactive procedures for data transforma
tion; 

(2) strategies (step-by-step schemes of data transformation, particularly series-
parallel ones); 

(3) scenarios (complexes of strategies with their analysis and feedback) . 
We use two problems for the design of strategies: 
(a) composing a series data processing (morphological clique); 
(b) composing a parallel data processing (maximal clique with weighted) . 
Our basic scheme (a morphology) of data processing (a composite solving 

strategy) is the following (three periods): 

Ro => Rl => R2 => R3 

or 5 = H * T * U, where H corresponds to forming Rl (an algorithm or a 
procedure) ; T corresponds to forming R2; U corresponds to forming R3 . Fig. 
3.10 depicts a process of designing a solving strategy for multicriteria ranking. 
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A set of examined DA's (algorithms and procedures) and their estimates are 
presented in Tables 3.5, and 3.6. The ordinal scale [0 ... 5] is applied for each 
criterion. 

Table 3.5. Criteria 

Criteria Weight 

H IT I U 

l.Required computer resources -2 -1 -1 
2.Required human resources -4 -3 -4 
3.Quality of ranking (robustness , etc.) 5 5 5 
4.Possibility for data representation 4 4 4 
5.Possibility for an analysis of intermediate data 4 2 3 
6.Usability (easy to learn, understanding, etc.) 5 5 5 

Table 3.6. DA's and estimates 

DA's Description Criteria r 

11213141516 

HI Pairwise comparison 4 5 4 4 5 3 2 
H2 ELECTRE-like technique 3 3 4 4 5 3 1 
H3 Additive utility function 2 3 2 3 1 4 3 
H4 Expert stratification 5 5 4 4 4 3 3 
TI Line elements sum of preference matrix 2 0 2 2 2 4 3 
T2 Additive utility function 2 3 2 3 1 4 3 
T3 Series revealing of maximal elements 3 0 4 4 4 3 1 
T4 Series revealing of Pareto elements 3 0 4 4 4 3 1 
T5 Expert stratification 5 5 444 3 2 
Ul Series revealing of maximal elements 3 o 444 3 1 
U2 Series revealing of Pareto elements 3 044 4 3 1 
U3 Dividing of linear ranking 4 3 3 2 3 3 3 
U4 Expert stratification 5 5 4 4 4 3 2 

3.6.2 Design of Series Strategies 

Now let us construct a series solving strategy on the basis of the morphological 
clique problem. First we rank DA's. DSS COMBI is used for multicriteria 
ranking in our example here and afterhere. However, results of other techniques 
will be similar. Resultant priorities of DA's are shown in Table 3.6. Table 3.7 
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contains compatibility of DA's. Finally we combine composite Pareto-effective 
DA's which are the following: 

(a) 51 = H4 * T5 * U4, N(5t} = (5; 0, 2,1) ; 
(b) 52 = H2 * Tl * U3, N(52) = (5; 1,0,2); 
(c) 53 = H2 * T3 * Ul , N(53 ) = (4; 3,0, 0). 

Table 3.7. Compatibility of DA's 

TIl T21 T31 T41 T51 ull u21 u31 U4 

HI 4 0 3 4 3 3 4 4 3 
H2 5 0 4 3 3 4 3 5 3 
H3 0 5 0 0 0 0 0 4 0 
H4 0 0 0 0 5 0 0 0 5 
Tl 0 0 5 0 
T2 0 0 4 0 
T3 5 0 0 0 
T ... 0 5 0 0 
T5 0 0 0 5 

3.6.3 Design of Parallel 5trategies 

We examine the following DA's to design parallel solving strategies: 
(1) HI (we assume that there are 7 different experts; the 2rd index is used 

to point out a parallel version; an analogical situation we examine for H 4 , T5 , 

and U ... ); 
(2) H 2 (4 modifications of technique, e.g. , on the basis of the use different 

thresholds in an outranking technique); and 
(3) 3 series strategies 51, 52, and 53. 
Tables 3.8, 3.9, 3.10 contain estimates of an independence for DA's above. 

Resultant composite parallel DA's, found on the basis of maximal clique with 
ordinal weighted Ins, are presented in Table 3.11. 

Table 3.8. Independence of DA's 

Hll I H12 I H13 I H14 I H15 I H16 

Hll 0 4 1 4 1 
H12 0 3 4 2 3 
H13 4 3 3 4 3 
H14 1 4 3 2 4 
H15 4 2 4 2 2 
H16 1 3 3 4 2 
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Table 3.9. Independence of DA's 

H21 I H22 I H231 H24 I H25 Table 3.10. Independence of DA's 
H21 1 2 3 4 
H22 1 1 2 3 SI I S2 I S3 
H23 2 1 1 2 SI 3 3 
H24 3 2 1 1 S2 3 2 
H2S 4 3 2 1 S3 3 3 

3.6.4 Resultant Composite Series-parallel Strategies 

Finally we combine resultant strategies. Our design morphology is depicted in 
Fig. 3.11. We delete DA's which are covered by some others (e.g., SI&S3 is 
covered by SI &S2&S3)' It is assumed that properties (estimates, compatibility, 
except required resources) of parallel DA's correspond to properties of basic 
ones. Resultant series-parallel solving strategies are demonstrates in Fig. 3.12. 
Parallel DA's are included into corresponding series strategies. 

Table 3.11. Composite parallel DA's 

Basic DA (w;M) Parallel DA's 

l.Hl (4; 3) Hll&HI3&H1S 
(3 ;4) HI2&HI3&H14&HI6 
(2;5) H 12&H 13&H 14&H ls&H 16 

2.H4(Ts, U4) (4 ; 3) H41 &H43&H4s 
(3;4) H42&H43&H44&H46 
(2 ; 5) H42&H43&H44&H4S&H46 

3.H2 (4;2) H21 &H25 
(2;3) H21 &H23&H25 

4.S (3 ; 2) SI&S2 , SI&S3 
(2 ; 3) SI&S2&S3 
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Solving strategy 5 = H * T * U 
51&52&53 = (H4 * Ts * U4)&(H2 * Tl * U3)&(H2 * T3 * Ul) 

Forming of preference 
relation Rl 

Forming of linear 
orderin R2 

Ranking 
R3 

H T U 
~ n ~ 
H2 T2 U2 
H3 T3 U3 
H4 T4 U4 
Hll&HI3&H1S Ts U41&U43&U4S 
HI2&H13&H14&HlS&H16 TSl&Ts3&Tss U42&U43&U44&U4S&U46 
H21&H23&H24 TS2&Ts3&Ts4&Tss&Ts6 
H41&H43&H4S 
H 42&H 43&H 44&H 4s&H 46 

Fig. 3.11 . Resultant design morphology 

H41 • TS1- U41 
H43 • TS3- U4 
H44 • TS4- U44 
H45 • Tss- U4 

H42 • TS2-U4 
H43 • TS3-U4 
H44 • TS4- U44 
H4S • Tss- U4 

H46 • TS6-U4 

H2B-C T1- U3 
H2 
H2 T3 -U1 

Fig. 3.12 . Series-parallel solving strategies 
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3.7 NOTE ON CONSTRAINT SATISFACTION PROBLEMS 

In recent years, Constraint Satisfaction Problems (CSPs) approach has been ap
plied for many practical problems, e.g., parametric design, resource allocation, 
planning of genetics experiments, machine vision, graph problems, scheduling 
([50], [328], [335], etc .). In our opinion, CSPs approach is close to morphological 
analysis. CSPs are formulated as follows: 

(a) a set of domains D = {DI ' ... , Dj , ... , Dm }, for example, Dj ERn; 
(b) a set of variables X = {XIt ... ,Xj, ... ,xm}, Xj E dj 'Vj ; and 
(c) a set of constraints C = {CIt .. . , Cl , .•• , cd, 
'VCI ~ ~, = {o{ X .. . x oj x ... x o!n} , where 'VI 0; ~ Dj , ~, is a Cartesian 

product. 
A solution x· to a CSP is an assignment of values for all variables 

. {' . . } x = Xl' ... , Xj' .. . , Xm , 

s.t . CI, 1= 1, ... , k. 

In numerical CSPs, constraints can be presented by numerical relations between 
quantitative variables too. Fig. 3.13 illustrates CSPs. 

In CSPs it is necessary to find a feasible decision or to show that for a 
given constraint set no such solution exists. Conflict resolution techniques are 
used for the latter case. CSPs correspond to an NP-complete problem (like 
morphological analysis) ([160], etc.) . 

Domain 
Dl 

x· I 
• 

~l 
1 

Domain 
Dj 

x~ 
) • 

~3 
) 

Domain 
Dm 

x;,. 
• 

Fig. 3.13. Illustration to Constraint Satisfaction Problem 
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Clearly, that CSPs are similar to morphological analysis. On the other hand, 
our morphological approach involves weighted priorities of DA's, and Ins. Thus 
it is possible to examine in CSPs some additions as follows : 

(i) weighted preference relation on constrains; 
(ii) a preferences on values of variables. 
Traditionally, the following solving algorithms are used for CSPs: 
(1) backtracking and networks consistency algorithms ([109], [335], [377], 

etc.); 
(2) heuristic revision [359]; 
(3) decomposition ([110], etc.); 
(4) distributed constraint satisfaction search or multiagent approach ([219], 

[328], [334], [493], etc.). 
In the last case, the following algorithms are classified and discussed in [334]: 
1. Distribuited-agent-based Strategies and Algorithms: 

1.1. A Root Agent Algorithm. 
1.2. A Distributed Hill Climbing Method. 
1.3. Depth First with A Self-stabilising Protocol. 
Lf, Multistage Negotiation . 
1.5. An Asynchronous Backtracking Method . 

1.6. Distributed Extended Forward Checking while Conflict-directed 
Backjumping. 

1.7. A Hybrid Search Algorithm. 
2. Parallel-agent-based Strategies and Algorithms: 

2.1. Parallel Searching Separated Spaces. 
2.2. Parallel Search Separated Spaces while Sharing Information. 
2.3. Dynamic Load Balancing by way of Dead-Ends. 

3. Function-agent-based Strategies and Algorithms. 

3.8 SUMMARY 

In this chapter, we have proposed our morphological approach on the basis 
of morphological clique problem, and close issues. In our opinion, structural 
approaches to approximation may be very important for many combinatorial 
problems on graphs. The design of series-parallel multi-period strategies is 
the second basic application of our morphological approach (i .e., for planning). 
Note relations of our morphological approach and well-known Constraint Sat
isfaction Problems approach require additional investigations. 
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4 COMPARISON OF DECOMPOSABLE 
SYSTEMS 

This chapter focuses on the comparison of decomposable systems and their 
parts ([297], [305], etc.). Mainly, these issues are only under consideration. In 
addition, we describe vector-like proximity for rankings, an aggregation problem 
for ranking ([35], [291]' [305]). Also, examples of comparison for sets and trees 
are presented. 

4.1 BASIC APPROACHES 

In our opinion, the following two measurement problems may be considered as 
basic ones: 

1. Measurement of an excellence of an object (system). 
2. Measurement of a distance (similarity, closeness, dissimilarity, etc.) for 

combinatorial objects. 
These problems are used in many domains and for many other complicated 

problems, e.g., classification or clustering of objects, aggregation of objects or 
computation of consensus, etc. In this section, we examine issues of the analysis 
and comparison of decomposable systems. 

73 
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Many authors have been investigated processes of the analysis of complex 
systems on the basis of a system parameter space, where system versions cor
responds to points ([66], [113], [127], [387], [440], [477], etc .). For example, 
Fig. 4.1 illustrates complex problems of system evolution, including system 
modification, and formation of new kind of systems ([66], etc.) . 

Usually the following basic system analytical problems have been examined 
to analyze complex systems ([22], [66], [113], [387], [218], [440], [519], [477], 
[441], etc .): 

(1) to compare two system versions; 
(2) to classify system versions; 
(3) to evaluate a system version set (e.g ., aggregation, construction of con-

sensus, etc.); 
(4) to analyze tendencies of system changes (evolution, etc.) ; 
(5) to reveal the most significant system parameters; and 
(6) to plan an improvement process for a system. 

®® 

® 

;; . 
• • • 

• •• 

Fig. 4.1. System versions in a parameter space 

Traditionally statistical and classification approaches have been used to an
alyze complex systems in parameter spaces . But, as A. Tversky has pointed 
out, the geometrical approach is not always the adequate one [508]. Here we 
examine decomposable systems and use system representations on the basis of 
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structural or combinatorial objects. We assume that a system is a decompos
able one, and can have several versions. 

Thus the following kinds of problems are basic ones: 
(a) description of a system and its parts; and 
(b) operations for analysis and transformation of a system. 
We take into account the following interconnected hierarchies for decom

posable systems: (1) a system tree-like model; (2) requirements (criteria, re
strictions) to system components (nodes of the model); (3) design alternatives 
(DA 's) for nodes; (4) interconnection (Ins) or compatibility between DA's of 
different components; and (5) factors of compatibility. 

The system proximity can be examined as the following structure, corre
sponding to the system model: 

(a) proximity of hierarchical tree-like models; 
(b) proximity of requirement hierarchies (criterion hierarchies; restriction 

hierarchies; compatibility factors hierarchies); 
(c) proximity of DA's (sets of DA's, estimates on criteria, and priorities); 

and 
(d) proximity ofIns (set ofIns with priorities). 
We consider three levels of combinatorial descriptions: (1) qasic combinato

rial objects (points in a space; vectors; sets; partitions; rankings, strings; trees; 
posets; etc.); (2) elements of the system description: leaf nodes; set of DA's 
and/or Ins; tree-like system model; criteria for DA's; etc.; and (3) basic system 
descriptions, e.g., complete description; external requirement . 

Note that the measurement theory, and the representational theory of mea
surement have been presented in ([264]' [394], [424]), and [426], respectively. 

4.2 MEASUREMENT OF PROXIMITY 

First let us consider approaches to modeling a proximity (distance, similarity, 
closeness, dissimilarity, etc.) for combinatorial objects. Note that these investi
gations have been executed in various disciplines (e.g., statistics, mathematical 
psychology; decision making; chemistry; linguistics; morphological schemes Qf 
system in technological forecasting; biology; genetics; data and knowledge en
gineering; network engineering; architecture; and combinatorics). A survey of 
coefficients for measures of similarity, dissimilarity, and distance from viewpoint 
of statistical sciences is presented in [182]. 

From a system viewpoint, it is reasonable to examine some functions, opera
tions, and corresponding requirements to mathematical models of the proximity 
(Table 4.1). 

Formal requirements to proximity models are based on three Freshe's axioms 
specifying metrics, and sometimes on additional axioms ([243], etc.) . In some 
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cases, the triangulation axiom is rejected, e.g., for architectural objects [549], 
for rankings [35]. Measuring the proximity between combinatorial objects is 
based on the following approaches: 

(1) a metric in a parameter space; 
(2) attributes of the largest common part of objects (intersection) or an 

unification (the minimal covering construction); and 
(3) minimum of changes (change path), which allows to transform an initial 

object into a target one. 
Secondly let us consider scales of measuring. Traditionally R 1 , [0,1] or an 

ordinal scale are applied. Hubert and Arabie use measures of agreement or 
consensus indices, e.g., in [-1,1] [216]. Recently some extensions of metric 
spaces have been proposed ([30], [400]), for examples: 

(a) graphs and ordered sets [225]; 
(b) conceptual lattices for complex scaling [158]; 
(c) ordered sets and semilattices for partitions [31]; and 
(d) simplices for rankings [35]. 
Generally, Arabie and Hubert have examined three approaches to compare 

combinatorial objects (sequences, partitions, trees, graphs) through given ma
trices [21]: (i) axiomatic approach to construct "good" measures; (ii) usage of 
structural representations; and (iii) usage of an optimization task. 

Finally, the following approaches may be used in complicated cases: 
(a) multidimensional scaling ([267], [504], etc.); 
(b) usage of graphs and ordered sets as a kind of a metric space ([30], [31], 

[158], [225]); and 
(c) integration or composition of a global proximity on the basis of distances 

or proximities for system components. 

4.3 COMBINATORIAL OBJECTS AND SYSTEM'S DESCRIPTION 

Main approaches to compare combinatorial objects are the following ([21], [400], 
etc.): 

1. Points in a space: traditional metrics. 
2. Sets, systems of representatives: metrics ([345], etc.). 
3. Partitions: metrics ([364], [362]' etc.), multidimensional scaling [20], mea

sures of agreement or consensus indices [216], ordered sets, semilattices [31] . 
. r Linear (ordinal) rankings: metrics ([89], [243], [244], [362]). 
5. Strings: maximum subsequence ([523], [455]), minimum supersequence 

([501] etc.), metrics [198]. 
6. Linear rankings with values (set of numbers): metrics [431]' a distance as 

the minimum cost transformation ([327], etc.). 
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7. Group rankings (elements with ordinal priorities): metrics ([89], [244], 
[362]), vector-like proximity [35]. 

8. Sets of strings: measures in [0,1] [284]. 
9. Trees: metrics ([57], [345], [427]), distance as the minimum cost transfor

mation, and the largest common substructure ([160]), [497]), proximity ([30], 
etc.). 

10. Trees with labeled leafs: metrics ([107], [207]). 
11. Hierarchies: metrics [59]. 
12. Graphs and posets: metrics ([55], [96], [411], etc.), structural represen

tations of proximity [21]. 

Table 4.1. Some operations and requirements to mathematical models 

Functional phase Operations Requirements 

Development Selection Problem relevantness 
Design Completeness 

Universality 
Easiness 
Generalizability 
Habitulness 

Representation Mathematical description Easy to visualize 
Text description Understandability 
Graphical presentation Operationability 
Animation Relevantness to use 
Composite approach 

Study and learn Understanding Ability to process/analyze 
Remembering Habitualness 
Evaluation of features Coordination with intuition 
Identification Understandability 
Processing Simpleness 

Easy to visualize 

Utilization Processing Easy to process 
(processing) Transformation (by human, by computer) 

Composing Composability 
Coordination 

Distances in graphs (mainly as the shortest path) are described in [24] . Ag
gregation problems for combinatorial objects are studied in ([21], [31], [76], 
[107], [181]' [216], [243], [327], [362], etc.) . 

Finally, a relationship of basic elements of our system model and combina
torial objects above is the following : 
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(1) points in a space: leaf nodes, DA's, Ins, priorities of DA's, estimates of 
Ins, requirements; 

(2) sets: leaf nodes, DA's, Ins, requirements; 
(3) partitions: requirements; 
(4) ordinal rankings: DA's, Ins, requirements; 
(5) strings: DA's, Ins; 
(6) linear rankings: DA's, Ins, requirements; 
(7) sets of strings: DA's, requirements; 
(8) trees: system model, requirements; and 
(9) posets: estimates of DA's and Ins, requirements. 
Clearly it is reasonable to apply typical system descriptions of decomposable 

systems as follows: (i) external requirements: criteria, factors, restrictions; (ii) 
system model: structural (tree-like) model, leaf nodes (components), DA's; (iii) 
extended system model: structural (tree-like) model, leaf nodes (components), 
DA's, Ins, priorities of DA's, ordinal estimates of Ins. 

4.4 VECTOR-LIKE PROXIMITY 

4.4.1 Preliminaries 

Let G = (A, E) be a digraph, where A = {I, .. . , i, ... , n} is a set of vertices 
(i.e., objects, discrete information units), E is a set of arcs corresponding to a 
preference. By the above we may examine the following kinds of the digraphs: 

(1) tree (denoted as T); 
(2) parallel-series graph (P); 
(3) acyclic graph or partial ordering (R); 
(4) chain or linear ordering (L); 
(5) layered structure S (group ordering, ranking or stratification), in which 

the set A is divided into m subsets (layers) without intersections as follows: 
(a) A(l), 1= 1, ... , m, and Vl1, 12, '1"1/2, IA(lt}&A(/2)1 = 0, 
(b) if 11 < 12 then i1 >- i2 Vi1 E A(/t} and Vi2 E A(/2); 

(6) fuzzy layered structure Sf allowing any object to belong to the group 
of successive layers: the number or the interval of layers, which the ith object 
belongs to, is defined Vi E A: 11"; or d; = [d; 1 d~], 1 ~ d; ~ d~ ~ m and 
11"; = d; if d; = d~. 

Thus the system of intervals {d;} is specified. By the analogy of definitions 
above it is possible to specify clusters, and fuzzy clusters. Sometimes the 
comparison of structures representing the union of similar graphs (e.g. 'chains'
N L, layered structures - N S) has a particular interest in practice. An example 
of the comparison for two layered structures is demonstrated in Fig. 4.2. 
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A= {1 , 2,3,4,5,6,7,8,9} 

( 

o ??? 

{5,6,8} 

Fig. 4.2. Comparison of rankings 

Usually the proximity measures have been used as scalar functions, which 
satisfy to Freshe's axioms for rr.etrics (pseudo-metrics). Kendall's proximity 
measure is the most widely used [244]. Let Ilgijll , (i , j E A) be an adjacency 
matrix for graph a: 

{
I, 

gij = 0, 
-1 , 

if i >- j, 
if i ..... j , 
if i ~ j . 

Then Kendall proximity metric for graphs a 1 and a2 is the following : 

PK(a1 , a 2) = E 1 glj - gtj I, 
i<j 

where glj' glj are elements of adjacency matrices of graphs a 1 and a2 ac
cordingly. Often this metric has been used for rankings (linear and layered 
structures) . Further, we describe a vector-like proximity for rankings ( [291]' 
[35]) . In this case, a measurement scale is a simplex in which for a set of 
measured objects a poset may be constructed. 

4.4 .2 Definitions 

Let 8(5) be a set of all layered structures on A. 

Definition 4.1. We say that 

o,,(i , 5 ,Q) = 1r(i,5) - 1r(i, Q), 
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e",(i,j, S, Q) = 11"(i, S) - 11"(j, S) - (11"(i, Q) -11"(j, Q)), 

where 11"(i, S) = I Vi E A(l) in S, are the first order error Vi E A, and the 
second order error V(i,j) E {A * Ali -# j VS, Q E 8(S)} respectively. 

Thus we get an integer-valued scale with the following ranges for an estimate 
of a discordance between the structures S, Q E 8(S) with respect to i and (i, j): 
-(m-l) ~ r ~ m-l for ef(S, Q), and -2(m-l) ~ r ~ 2(m-l) for ei,j(S, Q). 

Definition 4.2. Let 

(S Q) - (-(m-1) -1 1 m-1) x, - x , ... , x , x , •.. , x , 

(S Q) ( -2(m-1) -1 1 2(m-1» y, = y , ... , y , y , ... , y , 

( 4.1) 

(4.2) 

be vectors of an error (proximity) VS, Q E 8(S) with respect to components 
i (the 1st order), and the pairs (i, j) (the 2nd order). The components of the 
above-mentioned vectors are defined as follows: 

xr = I{i E Ale;(S,Q) = r}l/n, 

yr = 21{(i, j) E {A * Ali -# jWij (S, Q) = r} I/(n(n - 1». 

It may be reasonable to define similar vectors of the higher order also. More
over, it is possible to examine the weighted errors of the first and the second 
orders while taking into account the dependence on corresponding number I of 
layer A(l) for the definition of vector components. Now let us denote a set of 
arguments for the components of vectors x and y as follows: n = {-k, ... , k}, 
negative values as n-, and positive ones as n+. In addition, we will use the 
vectors x with aggregate components of the following type (similarly, for y): 

k. 
xk"k. = L xr, 

r=k, 

-k 
X~-k = L 

r=-(m-1) 

m+1 

xr , 

x;:>:k = L xr , k > 0, 
r=k 

xlrl = xr + x-r . 
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Definition 4.3. Let Ix(S, Q)I = Lren xr, ly(S, Q)I = Lren yr be modules 
of the vectors. 

Afterhere we will consider vector x as a basic one. 

Definition 4.4. We will call vectors truncated ones if 
(1) the part of terminal components is rejected, e.g. 

x(S Q) - (x- k, x-(k,-1) x-1 Xl ~k.-1 ~k.) , - , ,"0" , ... ,..... , ..... , 

and one or both offollowing conditions are satisfied : k1 < m -1, k2 < m - 1; 
(2) aggregate components are used as follows: 

x(S Q) - (x~k, xk.-1 xk.,kb ~kb+1 ~~k.) , - ,-." , ,"" , ... ,..... , 

x(S,Q) = (xI11 , ... ,xlrl, ... ,xlkl ). (4.3) 

Definition 4.5. Let us call vector x (y): (a) the two-side one if 10+ 1 =1= 0 
and 10-1 = 0; (b) the one-side one if 10+ 1 = 0 or 10-1 = 0; (c) the symmetrical 
one if -r E 0- exists Vr E 0+ and vice versa; (d) the modular one if it is 
defined with respect of definition 4.4 (4.3). 

Moreover, we obtain a pair of linear orders on the components of vectors x 
(4.1) and y (4.2): component 1(-1) ~ ... ~ component k(-k). 

Clearly, if the components are aggregate ones, the orders will be analogues 
ones. Fig. 4.3 depicts examples of vector domains, where a, (J, and '"'( denote 
examples of indifference sets (Fig. 4.3a). 

Definition 4.6. X1(S, Q) ~ X2(S, Q), 0(X1) = 0(X2)' VS, Q E 8(S) if any 
decreasing of weak components Xl in the comparison with X2 is compensated 
by corresponding increasing of it's 'strong' components 

(r,p E 0+ or -r, -p E 0-): 

r 

E x~ - E x~ ~ 0, Vu E 0+ (V - u E 0-, -r $ -u). (4.4) 
r~u r~u 

It is possible to force condition (4.4) by using a right side that is equal to a 
parameter v > O. 

Definition 4.7. Let M = {x E XI Lren xr = I} be a marginal set (simi
larly for y). 

Note that Vx (y) there exists a dominating subset D(x) = {'1 E Mlf] ~ x}. 
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1 

<-1 :z;-

1 

o 

:z;~-1 

1 
(a) 

Fig. 4.3. Examples of vector domains 
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Definition 4.8. Let a pair of vectors Xl, X2 (YI, Y2) be: 
(i) comparable ones if Xl t X2 (therefore D(X2) ;2 D(xt) and vice versa); 
(ii) strongly incomparable ones if /D(XI' x2)1 = /D(xt}&D(X2)/ = 0; 
(iii) weakly incomparable ones if /D(Xl' x2)1 f. 0, and 
D(Xl' X2) does not include D(xt), D(X2)' 

Fig. 4.4 illustrates Definition 4.8. 

1 

o 1 
Fig. 4.4. Examples of dominating sets 

4.4.3 Properties 

Finally let us consider properties of our vector-like proximity as follows: 
1. Condition (6.4) defines a poset. 
2. ° ~ Ix(S, Q)I ~ 1, ° ~ /y(S, Q)I ~ 1 VS, Q E 8(S). 
3. xeS, Q) t (0, ... ,0), yeS, Q) t (0, .. ,0) VS, Q E 8(S). 
4. The following condition is true for one-side vectors: 

xes, Q) -< (0,0, ... ,0, l),.y(S, Q) -< (0,0, ... ,0,1). 
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5. The following condition is true for any two-side vector 
x(S, Q), "IS, Q E 6(S): 
there exists such vector e = (e-A:" 0, .. . ,0, eA:·) EM (k1' k2 > 0), 
that x(S, Q) t e (similarly, for y) . 

6. For any modular vector the following is true: 
x(S,Q) = x(Q,S) (similarly, for y) . 

7. For any two-side symmetrical vector the following is true: 
x(S, Q) = x'(Q, S), where x'r = x-r (similarly, for y). 

8. Vx(S, Q), "IS, Q E 6(S), the following is true: 
if x(S, Q) = (0, .. ,0) then S = Q. 

4.4.4 Numerical Example 

Here let us consider rankings S1 and S1 from Fig. 4.2. Corresponding adjacency 
matrices are as follows: 

-1 0 -1 1 0 -1 
1 0 1 1 1 1 1 
0 -1 -1 1 1 0 1 -1 
1 0 1 1 1 1 1 1 

Igjj(S1)1 = -1 -1 -1 -1 0 -1 0 -1 
-1 -1 -1 -1 0 -1 0 -1 

0 -1 0 -1 1 1 1 -1 
-1 -1 -1 -1 0 0 -1 -1 

1 -1 1 -1 1 1 

0 1 1 1 -1 1 -1 
-1 -1 0 1 -1 0 -1 

0 1 1 1 -1 1 -1 
-1 -1 -1 -1 0 -1 -1 -1 

Igjj(S2)1 = -1 0 -1 1 1 -1 0 -1 
-1 -1 -1 0 -1 -1 -1 -1 

1 1 1 1 1 1 0 
-1 0 -1 1 0 1 -1 -1 

1 1 1 1 1 1 0 

Also, Kendall's distance is: 

PK(S1, S2) = 3l. 

Proposed vector-like proximities allow to describe more prominent the dis-
similariJiy between two structures: 
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6'[(Sl, S2) = (1, -2, 1, -3,1,0,2,1,1), 

3 ° 4 ° 1 -1 ° ° -3 -3 -1 -3 -2 -4 -3 -3 

° 3 -4 ° 1 1 ° ° -4 1 4 -4 -3 -5 -4 -4 
6ij(Sl, S2) = ° 3 0 4 1 -1 ° 0 

-1 -2 -1 3 -1 -1 -1 -1 
1 4 -1 5 1 1 1 1 

° 3 ° 4 ° 1 -1 ° ° 3 0 4 ° 1 -1 0 

x(Sl,S2) = (x-3,x-2,x-1,x1,x2,x3) = (1,1,0,5,1,0), 

y(Sl, S2) = (y-6, y-5, y-4, y-3, y-2, y-1, y1, y2, y3, y4, y5, y6) = 
(0,1,5,5,1,6,6,0,1,1,0,0). 

Note here we do not use in x and y the coefficients: 1. and ~1 . 
n n\n-.l) 

In addition, we can examine vector-like proximity with aggregate compo-
nents, for example: 

This vector is shown in Fig. 4.3a by *. Clearly, the vector demonstrates a 
change of elements of A, mainly, to the top layer. Thus we face a new problem: 
construct for an applied task the best vector-like proximity or a set of the 
proximities. 

4.4.5 Application 

Proposed vector-like proximity may be used at standard stages of decision 
making procedures, for example: 

(1) comparison of results; 
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(2) aggregation of results; 
(3) sensitivity analysis, e.g., assessment of result's changes, when initial in

formation (criteria, estimates, etc.) is changed; 
(4) analysis of influence (e.g., influence of a criterion to a fragment of the 

decision); 
(5) analysis of possibilities (definition of certain values for elements of initial 

information, when we can obtain required results); and 
(6) risk analysis (e.g., assessment of result's changes in the case of proba

bilistic changes of initial information). 
Moreover, one can build certain vector-like proximity. Consider an exam

ple. Let 1ll0(A) be a standard choice function to obtain a two-level resultant 
structure So on a set of alternatives A. We can use vector x(S, SO) = (X-I, xl) 
and vector constraint 2:0 = (2:;1, x~) to evaluate a quality of a choice function 
Ill(A), which defines a two-level structure S. 

The following two cases may be examined: 
(a) 2:0 = (r, 0), r E [0,1] if we should like to select all effective decisions, 

and agree to include into resultant decision set some non-effective decisions; 
and 

(b) 2:0 = (0, r), otherwise. 
Finally, it is reasonable to use sets of vector-like proximity for composite 

decisions (e.g., composite DA's). 

4.4.6 Comparison of Fuzzy Layered Structures 

An assessment of proximity between fuzzy layered structures is a more compli
cated problem. Let us consider an example of qualitative vector-like proximity 
for any fuzzy structures S"Q, E 8(S,), where 8(S,) is a set of all fuzzy 
layered structures on A. 

zr = I{i E Aldt(S,) - d~(Q,) = -r, l(d;(S, )&d;(Q,))1 = O}l/n, r < 0; 

be a vector of the first order proximity between VS" Q, E 8(S,) with respect 
to Vi E A. 

In the same way, we may describe properties for vectors z, which are similar 
to those of vector x ( y) (besides the 8th one). 
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4.4.7 Aggregation of Layered Structures 

Let us consider an aggregation of layered structures. The problem consists in 
building of a consensus for a set of initial structures . We use the following 
conversation: 

In our opinion, it is reasonable to consider the following standard problems: 
{L} ~ S, {T} ~ P, {S} ~ S, {S} ~ Sf, {S,} ~ Sf . 

There exist the following three approaches to the aggregation problem above 
[273] : 

(i) axiomatic; 
(ii) criterial (e.g., concordance criteria, majority rules); and 
(iii) modeling (i.e., usage of physical model in a space). 
We will use a modeling approach to problem {S} ~ S, as follows: 

h(sa I sa E {S I 1/(S, SA) ~ 1/0 V>' = 1, ... , A} -+ max, 

where h is an attribute (quality) of the resultant ('overage') structure sa; 
1/0 is a vector-like proximity. Fig. 4.5 depicts this problem. 

Fig. 4.5. Aggregation of structures, sa is denoted by ® 

Now let us examine problem {S} ~ S, in details. We use the following 
notations: 

ail is the number of initial structures, in which i E A" i = 1, ... , m; 
vector {i = ({il, .. ·,{i/, .. . ,{im) defines frequencies of correspondence of el

ement i to layers (1, .. . , m), where {il = ¥ (it is a membership function of 
element i to layer 1= 1, .. , m). 

Denote Sj as a set of intervals {dd. So we evaluate a result (Sj) quality on 
the basis of the following entropy-like function: 
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n n 1 
L Hi = L d~ _ d~ + 1 ---+ max. 
i=1 i=1' • 

Next, we use as proximity the following modular vector 

Zo = (z1, ... , zk, 0, .. . ,0). 

As a result, our problem is: 

n 

L Hi(SJ) ---+ max, 
i=1 

z(S\SJ):::5 Zo, 'VA = 1, ... ,A. 

With respect to zero-valued components ZA:+1, •.. , zk+ it is possible to define a 
set of admissible variants for intervals (diS I () = 1, ... , qi) . Thus we reduce our 
model to the following modification of multiple choice knapsack problem: 

n 9i 

L L Hi8(di8)Ki8 ---+ max, 
i=1 B=1 

n 9, 

LLLbi8KiB $ Lzr, p= 1, ... ,k, 
r~pi=1B=1 r~p 

q. 

LKis=l, i=I, ... ,n, KiB=OUl , 
8=1 

where biB is the sum of components {i, which are differed from dt, (d~8) by r. 
A version of the described aggregation scheme has been implemented in DSS 
COMBI ([294], [317]). 

In the case we use two-side vector Zo, the first constraint of the model has 
to be transformed into two constraints for negative and positive components 
respectively. Note that examined modification of multiple choice knapsack 
problem is interesting for cases, when resources in knapsack-like problems are 
ordered by their importance and may be replaced. 

4.5 COMPARISON OF TREE-LIKE MODELS 

This section focuses on some approaches and examples for comparison of sys
tem versions. In this case, we should like to analyze above-mentioned basic 
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components of system descriptions (i.e., set of DA's, leaf nodes for a system 
tree-like model, tree-like system model, etc.) . 

Our basic comparison problems are as follows: 
(a) comparison of sets, including cases as follows: 

(i) set-set, 
(ii) weighted set-weighted set, 
(iii) ranking-ranking, 
(iv) set-set t3 element closeness, 
(v) set-set t3 comparison structure, and 
(vi) set-set t3 element closeness t3 comparison structure; and 

(b) comparison of trees. 

4.5.1 Subsets 

The vector-like proximity for rankings has been analyzed in previous section, 
and can be applied for ordered DA's. Here we consider comparison of subsets, 
which is oriented to the following cases: 

(1) set-set (p~); 
(2) weighted set-weighted set (p!); 
(3) set-set t3 element closeness (p~) ; 
(4) set-set t3 comparison structure (p~) ; and 
(5) set-set t3 element closeness t3 comparison structure (p!) . 
Clearly, it is possible to consider modified versions of the above-mentioned 

set distances too. Fig. 4.6 illustrates a basic approach to the analysis of 
similarity/dissimilarity for subsets Sl,S2 ~ S = {l, .. . ,i, .. . ,n} ([55], [243], 
[411], etc.). 

Fig. 4.6. Comparison of subsets 

Thus it is reasonable to apply the following (set -set) distance (dissimilarity): 
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Here and hereafter we assume that I(Sl US2 ) > 01. Clearly, that corresponding 
similarity is: 

d,(Sl, S2) = 1 _ p~(Sl, S2). 

Let Vi ~ 0 be a weight of element i E S. In this case, we can use the following 
modified formulae (weighted set-weighted set): 

1 (Sl s2) _ L:iE«S\SI )u(S,S'» Vi 
p, , - " . 

L..iE(SIUS') Vi 

Now let us introduce initial closeness for elements of set S: 0 :5 «i,;) :5 
1, 'Vi, i E S . As a result, the following metric can be applied (set-set & element 
closeness) : 

2(Sl S2) = 1 _ L:(iES I )&(jES') «i, i) 
p"" ,.(. .). 

L..(iES'US')&(jES'uS') ., ',} 

In addition, it is reasonable to take into account a prohibition to compare for 
some element pair of S. In other words, there is a subset (a specific comparison 
binary relation) O(S) ~ S x S, which limits the element pairs set for com
parison. Binary relation O(S) specifies comparison of corresponding elements 
(e .g., the same nature) . For example, we should like to compare two teams, 
and each of that consists of the following kinds of specialists: managers, re
searchers, engineers, technicians, secretaries. Evidently, that it is reasonable to 
compare persons of corresponding subgroups. It is sure that we can consider 
analogical situations for other systems (e.g., engineering systems). Also, we 
can introduce O(S') = ((i,;) E O(S)I(i E S')&(; E S')} 'VS' E S. Note the 
above-mentioned subsets and their correspondence may be based on special 
matching problems. Thus we obtain the following (set-set & element closeness 
& comparison structure): 

4(Sl S2) = 1 _ L:(iES l )&(iES')&«i,iJEO(S'US'» « i, i) 
p, , " ,.(. .) . 

L..(i,ilEO(S'US') ., ,,} 

Clearly, the case set-set & comparison structure is more easy one «(i,i) = 
1 'Vi, i) : 

3(Sl S2) = 1- 1{(i,;)I(i E Sl)&(; E S2)&«i,;) E O(Sl U S2))}1 
P. , 1{(i,i)EO(SluS2)}1' 

Table 4.2 contains a numerical example. Some computed distances above are 
the following: 

(a) p~(Sl, S2) = 0.6; 
(b) p!(Sl, S2) = 0.544; 
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(c) p~(Sl, S2) = 0.485; 
(d) p:(Sl ,S2) =0.61, 

for n(S) = {(I, 1), (1, 2), (2, 1), (2, 2), (3,3), (4,4), (4,5), (5, 4), (5, 5)}. 
Clearly, in case Cd) we examine a structure of S, that consists ofthe following 

three blocks: {1,2} , {3} , {4, 5} . So this approach allows to compare DA's for 
leaf nodes of a system tree-like model. 

Table 4.2. Numerical example for comparison of subsets 

S: Sl S2 Vi (( i, j) 
i 

1 2 3 4 5 

1 * * 0.9 1.0 0.5 0.7 0.2 0.1 
2 * 0.8 0.5 1.0 0.4 0.5 0.9 
3 * * 0.7 0.7 0.4 1.0 0.8 0.1 
4 * 0.6 0.2 0.5 0.8 1.0 0.7 
5 * 0.5 0.1 0.9 0.1 0.7 1.0 

Thus the distances above can be used for comparison of DA's. To compare 
DA's with priorities we can apply the following: 

(i) Kendall's metric, 
(ii) traditional metrics for strings, 
(iii) proposed vector-like proximity, and 
( . ) . 1 4 
1V metncs p., or p •. 

Now let us consider an applied example (comparison of teams) . First , we 
specify the following initial set: 1. John (manager Mt); 2. David (researcher 
C1); 3. Brad (engineer Ed; 4. Deborah (researcher C2 ); 5. Michael (researcher 
C3 ); 6. Claus (secretary R1) ; 7. Alan (engineer E2); 8. Laura (manager M2); 9. 
Julia (secretary R2 ); 10. Jonathan (manager M3); 11. Olav (engineer E3); 12. 
Stephan (technician T1); 13. Thomas (engineer E4 ); and 14. Franz (technician 
T2). 

Secondly, the element closeness is introduced on the basis of the following 
relations: 

(a) for the same element the closeness is equal to 1.0; 
(b) for relationship brothers/sisters the closeness is equal to 0.7; 
(c) for relationship cousins the closeness is equal to 0.4. 
(d) for relationship second cousins the closeness is equal to 0.2. 
Clearly, that other relationships can be applied (e.g., friendship, the same 

educational background, close employment histories). 
In our example, relationships are as follows : 
(1) brothers/sisters: {John, Deborah, Alan}, {Michael, Jonathan}, {Laura, 

Julia, Olav}; 
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(2) cousins: {John, Michael}, {John, Jonathan}, {Deborah, Michael}, {Deborah, 
Jonathan}, {Alan, Michael}, {Alan, Jonathan}, {David, Laura}, {David, Julia}, 
{David, Olav}, {Brad, Claus}, {Stephan, Thomas}; 

(3) second cousins: {John, Stephan}, {John, Thomas}, {Deborah, Stephan}, 
{Deborah, Thomas}, {Alan, Stephan}, {Alan, Thomas}. 

As a result, we get the element closeness, which is presented in Table 4.3. 

Table 4.3. Element closeness 

Mil C11E11 C21 C31 R11 E21 M21 R21 M31 E31T1 I E41T2 

l.M1 1.0 0 0 0.7 0.4 0 0.7 0 0 0.4 0 0.2 0.2 0 
2.C1 0 1.0 0 0 0 0 0 0.4 0.4 0 0.4 0 0 0 
3.El 0 0 1.0 0 0 0.4 0 0 0 0 0 0 0 0 
4.C2 0.7 0 0 1.0 0.4 0 0.7 0 0 0.4 0 0.2 0.2 0 
5.C3 0.4 0 0 0.4 1.0 0 0.4 0 0 0.7 0 0 0 0 
6.R1 0 0 0.4 0 0 1.0 0 0 0 0 0 0 0 0 
7.E2 0.7 0 0 0.7 0.4 0 1.0 0 0 0.4 0 0.2 0.2 0 
B.M2 0 0.4 0 0 0 0 0 1.0 0.7 0 0.7 0 0 0 
9.R2 0 0.4 0 0 0 0 0 O.B 1.0 0 0.7 0 0 0 
10.M3 0.4 0 0 0.4 0.7 0 0.4 0 0 1.0 0 0 0 0 
11.E3 0 0.4 0 0 0 0 0 0.7 0.7 0 1.0 0 0 0 
12.Tl 0.2 0 0 0.2 0 0 0.2 0 0 0 0 1.0 0.4 0 
13.E4 0.2 0 0 0.2 0 0 0.2 0 0 0 0 0.4 1.0 0 
14.T2 0 0 0 0 0 0 0 0 0 0 0 0 0 1.0 

So we can examine two subsets (Fig. 4.7): 
(a) Sl = {4, 5, 6, 7, B, 11, 12} = {C2, C3 , R1, E2, M2, E3, Ttl; 
(b) S2 = {2, 4, 6, B, 9,10,11,13, 14} = {C1, C2, R 1, M2, R2, M3, E3, E4, T2}. 

In other words, we get the following structured sets: 
(i) Sl = M2 * R1 * (C2&C3) * (E2&E3) * T1; 
(ii) S2 = (M2&M3) * (Rl&R2) * (Cl&C2)(E3&E4) * T2. 

Note that Sl U S2 = {2, 4, 5, 6, 7, B, 9,10,11,12,13, 14}. 
We examine a structure of S that consists of the following blocks: {B,10}, 

{6,9}, {2,4,5}, {7, 11, 13}, {12, 14}. Here 

{(i, j) E n(SI U S2)li E Sl&i E Sl} = {( 4,2), (4,4), (5, 2), 
(5,4),(6,6),(6,9),(7,11),(7, 13),(B,B),(B, 10),(11, 11),(11,13)}, and 

n(Sl U S2) = {(2, 2), (2,4), (2,5), (4,2), (4,4), (4,5), (5, 2), (5,4), (5,5), 
(6,6),(6,9),(7,7),(7,11),(7, 13),(8,8),(B, 10),(9,6),(10,B),(10, 10),(11,7), 
(11,11),(11,13),(12,12),(12, 14),(13,7),(13,11),(13,13),(14, 12),(14, 14)}. 
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Finally, distances between teams SI and SI are as follows: 
(a) p~(SI, S2) = 0.66; 
(b) p:(SI,S2) = 1-11.4/27/1 = 0.579; 
(c) p!(SI, S2) = 1- 8.7/13.6 = 0.361. 

Management 

R 
Secretaries 

Rl 
R2 

Morphology of team 

Researchers 
Cl 

C2 

C3 

• Elements of SI 
o Elements of S2 

Fig. 4.7. Structure for comparison of teams 

4.5.2 Comparison of Trees 

Engineering 

E 
Engineers 

El 
E2 
E3 
E4 

T 
Technicians 

Tl 
T2 

Let us examine a distance for two labeled ordered trees T and T'. The distance 
from T to T' can be measured by the following two main approaches: 

1. A composition of sets (subsets) differences ([55], [243], [411], etc.). 
2. The minimum cost sequence of edit operations to transform T into 

T' ([18], [366], [454], [497], etc.). 
Fundamentals of the first approach have been considered previously. 
The problem is to determine, for two labeled ordered trees T and T'. Fig. 

4.8 and 4.9 illustrate a generalized glance to tree comparison on the basis of 
tree parts. 
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Tree-like model T Tree-like model T' 

Leaf nodes and DA's Leaf nodes and DA's 

Fig. 4.8. Comparison of trees 

Body ofT 

8 
8 

Body ofT' 

Fig. 4.9. Layer comparison of tree bodies 

p(h) 
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Thus we can consider the following approach to compare two tree bodies 
(Fig. 4.9): 

(1) to divide tree bodies into layers; 
(2) to match the layers, as a result we will obtain layers {ldi = l...k}; 
(3) to compare corresponding layers (ld on the basis of the following: 

(i) comparison of node partitions (e.g., pW;»; 
(ii) comparison of nodes with corresponding DA's (this case corresponds 

to comparison of leaf nodes with DA's on the basis of p:(l;); and 
(iii) composite case with the use of vector-like proximity as follows: 

pel;) = (p~(l;), p!(l;». 
Finally, we get a vector distance for body comparison 

and for tree-like model comparison 

peT, T') = (Plna(T, T'), Pb(T, T'», 

where Plna(T, T') is a distance for levels of leaf nodes and DA's (e.g., p;, P:). 
The second approach is based on the tree-to-tree correction problems. Let 

us consider some examples of combinatorial operations to the transformations. 
Tai has examined the following set of allowable edit operations [497]: 

(1) changing one node into another one (changing the label of the node); 
(2) deleting one node from a tree, and 
(3) inserting a node into a tree. 
Selkow et al. have analyzed a case with more simple edit operations as 

follows [454]: 
(1) deleting a leaf node from a tree, and 
(2) inserting a leaf node into a tree. 
A new dissimilarity measure for evolutionary trees, has been proposed in 

[366]. The measure is based on the following: (a) duplications of nodes; (b) 
losses of nodes; and (c) gaps of nodes. 

Ramesh et al. have considered more complicated changes while taking into 
account two operations of replacement [409]: 

(1) identification of subtrees, which can be replaced (tree pattern matching); 
(2) selection of one or more of these subtrees for replacement (reduction 

strategy). 
Mirkin et al. have pointed out that often "there is no formal difference 

between inconsistencies that arise from different techniques applied to the same 
data or the difference in the data themselves" [366]. 

In our case, we try to analyze changes of a system model as follows: 
(i) insertion of a system component/node; 
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(ii) deletion of a system component/node; and 
(iii) change of a system component/node. 
Note we have presented the following cases in previous subsection: 
(a) insertion, deletion, and change of a design alternative for a system com

ponent/node; 
(b) insertion, deletion, and change of a leaf node(s) for the system model; 

and 
( c) composite case. 
Thus it is necessary to examine the insertion, deletion, change, and replace

ment ofa system component/node (with corresponding subtrees) at hierarchical 
levels between a root and leaf nodes, i.e., for tree bodies (Fig. 4.8). 

From application viewpoints, it is reasonable to investigate the following set 
of transformation operations for systems (Fig. 4.10): 

(a) change (change of a sybsystem); 
(b) separation (separation of an additional subsystem); 
(c) duplication (change of a subsystem into new two ones); 
(d) sewing (unification of two subsystems into a new integrated one); and 
(e) absorption (inclusion of a subsystem into a corresponding "father" sys-

tem). 

:I ] 
Ae 

:1 
Ae 

=B'~ ==::} ==::} 

B • 
(a) change (b) separation (c) duplication 

B Ac= [B,C) ~C= i :A,B) 
(d) sewing (e) absorption 

Fig. 4.10. Transformation operations 

4.6 SUMMARY 

In the chapter, only some significant issues of system comparison are briefly 
considered. Note that often similar problems are examined in classification 
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theory and its applications, social science, statistics, data analysis, graph theory 
and orders, information engineering ([30], [90], [243], [244], [273] , [345] , [362], 
[363], [365] , [400], [423], [425], [439], [441], [444], [530], etc.). 

In our opinion, the importance of comparison problems for decomposable 
systems is increasing for many crucial application domains (e .g., biology, engi
neering, management). The situation is based on a fact that often composite 
systems and composite decisions are applied. For example, distances for soft
ware components (e.g., stacks, sets, lists) have been proposed and applied for 
software reuse processes in [80] . 

On the other hand, studies of comparisons for various combinatorial objects 
are prospective ones for discrete mathematics too. 
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5 TRANSFORMATION OF 
DECOMPOSABLE SYSTEMS 

In this chapter, we examine issues of transformation (improvement, adaptation) 
of decomposable systems [310], including the following: structure of transfor
mation proceses, transformation trajectories, and a numerical example of an 
information system transformation. 

5.1 GENERALIZED APPROACH 

Problems of transformation (improvement, etc.) of complex systems have been 
studied in various disciplines ([42], [103], [188], etc.) . This section addresses 
the description, and improvement of decomposable systems. We analyze the 
use of HMMD (designing a new system) [300] to represent and to design an 
improvement process. Note that hierarchical approaches to plan or to schedule 
have been studied many years, for example: 

(1) hierarchical planning systems [114]; 
(2) hierarchical decision making in manufacturing [202]; 
(3) hierarchical tasks network (HTN) decomposition ([136], [137], etc.). 
Here we use HMMD not only for the design and analysis of a system, but 

to design a change system (a hierarchy of improvement actions) and to plan 

99 
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a system improvement process too. Similar processes are basic in the quality 
improvement, and redesign or reengineering. We analyze decomposable sys
tems, main elements of the improvement process, our generalized framework 
of the improvement , and support combinatorial models to schedule improve
ment actions (e.g., clique, morphological clique, etc .). Our numerical example 
demonstrates stages of the improvement process. 

The following situation of a system change is presented in Fig. 5.1 : 
1. An initial system is: 

S = A *B *C* D with corresponding DA's (Al' A2 , Aa, A4; BI, B2 , Ba, 
B4; C l , C2 , Ca, C4; D l , D2 , Da, D4) . 

2. Change actions are the following: 
(i) changing of the system structure: 

(a) removal of component D; and 
(b) addition of component E; 

(ii) changing of DA's: 
(a) removal of B2 , C l ; and 
(b) addition of Aa , A4 , B4 , Ca, C4 • 

S = A * B * C * D- => S = A * B * C * E+ 

Fig. 5.1. Example of modified system 

Here we analyze the following layers of system excellence: 
(1) an ideal decision; 
(2) Pareto-effective points; and 
(3) a neighborhood of Pareto-effective DA's (e .g., a decision of this set maybe 

transformed into a Pareto-effective point on the basis of the only one improve
ment step) . 

An improvement of the system is illustrated in Fig. 5.2. Here we point out 
the following: 
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(a) points: initial point So; the ideal point I; four Pareto-effective points; 
target point S·; Sol and S02, that are intermediate points of improvements 
(these points may be examined as neighbors of the Pareto-layer); and 

(b) series trajectories of the improvements: 
Q =< So, Sol, S· > and (3 =< So, S02, S· >. 

Ideal point I 

Wo = /- 1 

Fig. 5.2 . Excellence lattice, improvements (-+) 
So we propose a similar stage for the statement and implementation of the 

improvement process on the basis of HMMD. At this stage, we have to examine 
new kind of DA 's as improvement actions, their interconnection (compatibility), 
and scheduling of these actions. 

Generally, we examine the system improvement as a series of steps of the 
representation and processing of the following: 

(a) initial system; 
(b) hierarchical morphological design space; 
(c) hierarchical change system (system of improvement actions); and 
(d) schedule of change actions. 
Thus we need the description for elements above, and methods to 

their processing. Note that a hierarchical approaches to plan are the basic 
ones ([114], [202]' etc.). 

5.2 STRUCTURE OF TRANSFORMATION PROCESS 

Now let us consider the following interconnected levels: 
(1) a space of system excellence, for example on the basis of the lattice above; 
(2) a set of compositions (composite DA's); and 
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(3) a set of improvement trajectories, including a set of elementary improve
ment actions, and their series-parallel combinations (i.e ., series-parallel trajec
tories) . 

Spaces of objects and their effectiveness are depicted in Fig. 5.3. Here we 
point out kinds of correspondences between elements of spaces above too. 

Excellence 
of system 

Quality of 
Improvement 
actIOns 

Excellence 
of change 
system 

Excellence 

Clearly, we have to take into account the following cases for a point of the 
system excellence space: 

(1) a corresponding composition does not exist; 
(2) there exists only one corresponding composition; and 
(3) there exist a set of corresponding compositions. 
Analogically for two compositions as source/destination points of the im

provement process we have got the same three cases. 
Now we can point out several attempts to describe and use close multi-level 

descriptions of complex processes, for example: 
(1) hierarchical task network planning ([136], [137] , etc .); 
(2) network languages for complex systems ([491], [492]); and 
(3) families of coordination algorithms for multi-agent environments ([111] , 

[112], etc.) 
Here we examine the main stages of the improvement process which are 

shown in Table 5.1. 
Generally, we can examine the following types of system changes: 
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1. Internal changes: 
1.1 micro-level: (1) change of a subsystem (submodel, requirements) ; (2) 

change of DA's; (3) change of Ins; 
1.2 macro-level: change of a system structure. 

2. External changes: 
2.1 requirements to the system; 
2.2 searching for morphological decisions. 

Table 5.1. Series improvement process 

Object Operations Methods 

l.Hierarchical Analysis of system, Engineering 
description of partitioning/ techniques 
existing system decomposition 

2.1nitial Generation of new Engineering 
hierarchical DA's (concurrently) techniques 
morphological Change of system Searching 
design space structure for new data 

3.Extended Generation of Clique problem 
hierarchical aggregate DA's with 
morphological (concurrently) ordinal item 
design space compatibility 

4.Hierarchical Analysis of system HMMD for basic 
description excellence and system, its analysis 
of change generation of ( morphological 
system improvement clique and 
(improvement actions improvement 
actions) analysis) 

5.Change system Design of change HMMD for change 
(selected system and its system 
improvement analysis ( morphological 
actions) clique and 

improvement 
analysis) 

6.Change schedule Design of HMMD for 
system (e.g ., series-parallel series-parallel 
series-parallel schedule or schedule, dynamic 
schedule of trajectory programming, 
improvement network 
actions) planning, etc. 
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Change System 

Refined New DA's 
old DA's 

Fig. 5.4. Hierarchy of improvements 

Now it is reasonable to investigate new types of requirements to new DA's 
(i .e., the improvement actions), their interconnection, and a structure of the 
system changes (Fig. 5.4). 

5.3 PHASES OF TRANSFORMATION 

Basic phases of the improvement process are the following: 

Phase 1. Analysis of the initial system: 
(1.1) analysis of the existing system; 
(1.2) generation of new DA's and/or new system structure; 
(1.3) generation of aggregate DA's; 
(1.4) assessment of components (DA's , Ins); 
(1.5) evaluation of the system versions (i .e., composite DA's) . 

Phase 2. Generation of the improvement action set : 
(2 .1) generation of improvement actions on the basis of the following: ( a) 

expert judgment, (b) examination of bottlenecks, (c) examination of the neigh
borhood of the Pareto-effective points, and (d) examination of series neigh
borhood layers (i .e., the Pareto-effective points layer, the neighborhood of the 
Pareto-effective points layer, etc .); 

(2.2) evaluation of the improvement actions including the following : (a) 
profit of the actions, (b) required resources (time, etc.), (c) analysis of equiv
alent actions and their integration, and (d) pair precedence relation between 
the actions; 

(2.3) selection of admissible actions and building of an action hierarchy 
(Fig. 5.3); 

(2.4) building of a precedence digraph on the action set. 
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Phase 3. Design of an improvement implementation plan (trajectory) on 
the basis of the following approaches: traditional network planning, dynamic 
programming, multistage planning, and scheduling. 

List of basic support procedures is the following: 
(1) ordinal assessment of DA's, and Ins; 
(2) building of aggregate DA's; 
(3) building of composite DA's; 
(4) analysis of composite DA's; 
(5) generation of improvement actions; and 
(6) design of transformation trajectories in a layered network of transforma

tion actions (an operational network) . 

5.4 TRANSFORMATION TRAJECTORY 

At the transformation phase 3 from previous section (design of trajectory), we 
can examine the following types of problems: 

(i) optimization 1 (P'): Find the best improvement plan while taking into 
account results (an excellence of the target system) and required resources; 

(ii) recognition (P"): Define the possibility (i .e., Yes or N~) of reaching a 
specified target decision(s) on the basis of the specified set of the improvement 
actions; 

(iii) optimization 2 (P"'): Define the best improvement plan to reach the 
target system(s) in the case of the existence of the possibility (from problem 
recognition) . 

It is reasonable to use parallelism and/or coordination of improvement ac
tions for problem P' . In this case, we can design a multiperiod series-parallel im
provement strategy on the basis of HMMD ([298], [304]) . The above-mentioned 
hierarchy of improvements may be analyzed for each period while taking into 
account precedence relation of the actions (a basic morphological change sys
tem). 

For problem P" and P"', we can propose an analysis of series neighborhood 
layers (a layered network) and searching for an improvement trajectory on the 
basis of two basic strategies (dynamic programming) : 

(a) from the target system(s) to the initial one; and 
(b) from the initial system to the target one(s). 
Fig. 5.5, 5.6, 5.7, and 5.8 depict strategies to find the best trajectory for 

four basic problems as follows : 
(a) point-to-point; 
(b) point-to-set; 
(c) set-to-point; and 



www.manaraa.com

106 COMBINATORIAL ENGINEERING OF DECOMPOSABLE SYSTEMS 

(d) set-to-set. 
Evidently, these problems correspond to searching for an extremal path(s) 

in a digraph. Layers, shown in the Figures, correspond to nodes with the same 
distance (e.g., a number of edges) from a basic point(s). Polynomial algorithms 
for the above-mentioned problems are well-known (breadth-first search): case 
(a) ([7], [414], etc.); cases (b) and (c) ([414], [495], etc.); and case (d) ( 
[414], [388], [495], etc.). 

Analogical path problems with vector (multicriteria) weights of edges (ver
tices) are more complicated and can be NP-hard [517]. 

Generally, the following methods or their combinations can be used for the 
design of transformation trajectories: 

(1) searching for the best trajectory in an operational network on the basis 
of the above-mentioned network methods (extremal paths); and 

(2) design of series-parallel schedules on the basis of morphological clique 
problem (series-parallel multiperiod strategy); 

(3) design of schedules on the basis of traditional approaches ([51], [160], 
etc.); and 

(4) interactive procedures for multicriteria trajectory optimization ([470], 
[488], etc.) . 

~-+--:!). S' 

Layers of nodes with constant distance from So 

Fig. 5.5. Trajectory problem (a) point-to-point 
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Fig. 5.6. Trajectory problem (b) point-to-set 

Layers of nodes with constant distance to S' 

Fig. 5.7. Trajectory problem (c) set-to-point 
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Fig. 5.8. Trajectory problem (d) set-to-set 

5.5 PRESENTATION ISSUES 

The importance of a complex object's presentation is increasing. In our case, 
we have to analyze several kinds of the systems (i.e., initial system, design 
space, change system, and improvement schedule), and their processing. Main 
presentation approaches for objects are as follows: 

(1) structural modeling ([164), etc.); 
(2) morphological presentation of complex objects and hierarchical alterna

tives ([300), [392), etc.); and 
(3) diagrams and flowcharts (e.g., for scheduling). 
Techniques for presentation of processes are mainly based on flowcharts, the 

use of languages, and special multi-media environments, for example: 
(1) representation of complex technological processes (e.g., nets, bar dia-

grams, dataflow diagrams ([331), [384), etc.); 
(2) morphological flowchart presentation of operational environments [294); 
(3) special languages ([161)' etc.); and 
(4) complex presentation of algorithms/technique environments on the basis 

of texts, animation, movements ([361), etc.). 

5.6 EXAMPLE OF SYSTEM TRANSFORMATION 

Here we consider system transformation as designing a multi period technol
ogy strategy. Note design of long-term competitive strategies is an important 
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problem for many companies ([2], [17], [63], [83], [91], [234]' [509], etc.). On 
the other hand, our example corresponds to reengineering for various systems 
(e.g., business) too. 

5.6.1 System and its Analysis 

We examine the following initial computer system S: hardware (J), software 
(V), information (Y), and personnel (H). A detailed investigation of an infor
mation center has been executed in [301] (section 4.3) . Here the initial system 
is a composition of DA's as follows : So = Jo * Vo * Yo * Ho . 

At the next stage, we consider the following: 
(a) generation of new DA's; 
(b) design of a new system structure (an additional component communica-

tion C); 
(c) generation of aggregate DA's; and 
(d) deletion of Y2 . 

Clearly, that now So = Jo * Vo * Yo * Ho * Co. 
Table 5.2 contains descriptions of DA's (priorities are shown in brackets). 

Compatibility of DA's are presented in Table 5.3. 
Thus N(So) = (2; 0,4,1). Also, a resultant Pareto-effective point set consists 

of the following elements: 
1. N = (2; 4,1,0) : 

SI =JI*VI*Y2*HI*CI , 
S2 = h * VI * Y2 * HI * C I, 

S3 = J I * VI * Y2 * H 2 * C 1, 

S4 = h * VI * Y2 * H2 * CI . 

2. N = (3; 2, 3, 0): 

S5 = h * VI * Yo * HI * Co, 
S6 = h * VI * Yo * HI * Co, 
S7 = JI * VI * Yo * H2 * Co, 
S8 = h * VI * Yo * H2 * Co. 

Table 5.4 contains improvement actions , which are obtained on the basis of 
bottlenecks (i .e., S-aggravating elements). Note we use the following types of 
improvements by results: (1) generation of an ideal point; (2) improvement of 
Pareto-effective points; (3) refinement of neighbors of the Pareto-effective points 
layer; and (4) improvement and compression of the Pareto-effective points layer . 
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Table 5.2. DA's 

DA's 

Several personal computers 
Workstation 
LAN 
Initial DBMS 
New DBMS 
Expert system 
New DBMS and 
expert system 

Initial database 
Initial database and special 

intellectual interface 
Knowledge base 
Initial data base 

and knowledge base 
Initial personnel 
Trained personnel 
Trained personnel and 

a knowledge engineer 
New personnel oriented to 

knowledge engineering 
None 
Access to external 

databases in certain time 

Yo(2) 
Y1 (1) 

Y2 (3) 
Y3 = h&I2(2) 

Ho(2) 
H1(1) 
H2(1) 

H3(2) 

Co(2) 
C1(1) 

Real-time communication C2(2) 
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Table 5.3. Compatibility of DA's 

~1~1~1~IJllhIJol~I~I~I~lcllc 
Ho 3 2 1 3 3 3 3 3 0 1 3 2 1 
HI 3 3 1 3 3 3 3 3 0 2 3 3 2 
H2 3 3 1 3 3 3 3 3 0 2 3 3 3 
H3 3 3 3 2 2 2 3 3 3 3 3 3 3 
Yo 2 3 3 3 3 0 3 3 1 1 
Y l 2 3 3 3 3 0 3 1 3 3 
Y3 1 3 3 2 2 1 0 2 3 3 
Jo 3 3 2 2 3 2 1 
Jl 3 3 3 3 3 3 3 
h 3 3 3 3 3 3 3 
Vo 3 0 0 
VI 3 2 2 
V2 0 3 3 
V3 2 3 3 

5.6.2 Change 5ystem 

Generally, the change system consists of the following subsystems (we point 
out possible improvement actions for our example): 

1. Improvement of components: J, V, Y, H, C. 
2. Improvement of compatibility: (J, V), (J, Y), etc. 
Our consideration in previous section is the base to compress the change 

space, because we will examine only improvements of 50' and Pareto-effective 
points. 

5.6.3 Trajectories 

Now let us consider improvements in the space of compositions. We recall that 
So is our basic point, and for each other improvement trajectory it is necessary 
to add a start part as follows: from So to a point (e.g., 51, etc.) . Thus we can 
examine the following three kinds of improvement trajectories: 

(1) from So directly to ideal point I; 
(2) from So to points SI or 52 or S3 or 54, and from the point to I; and 
(3) from So to points 55 or 56 or 57 or 58, and from the point to I. 
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Table 5.4. Bottlenecks and improvements 

Composite Bottlenecks Actions 
DA's DA' Ins w/r Type 

Sl Jl 2 -.1 1 
Sl Vl,Cl 2-.3 1 
S2 J2 2 -.1 1 
S2 Vl,Cl 2-.3 1 
S3 Jl 2 -.1 1 
S3 Vl,Cl 2-t3 1 
S4 J2 2-t3 1 
S4 Vl,Cl 2-.3 1 
S5 J l 2 -t 1 2 
S5 Yo 2 -t 1 2 
S5 Vo 2 -.1 2 
S6 h 2 -t 1 2 
S6 Yo 2 -t 1 2 
S6 Vo 2 -+ 1 2 
S7 Jl 2 -t 1 2 
S7 Yo 2 -t 1 2 
S7 Vo 2 -t 1 2 
S8 h 2 -+ 1 2 
S8 Yo 2 -+ 1 2 
S8 Vo 2 -+ 1 2 

We consider two types of improvement actions as follows: (a) a replacement 
of an element (-t) and (b) an improvement of an element (i). In our example, 
basic improvement actions are the following: Jo -+ h, Jo -t h, Vo -+ VI, 
Yo -t Y1 , Ho -+ H2, Ho -+ H2, and Co -t C1 . 

The improvement actions for Pareto-effective points are presented in Table 
5.4. Finally, we can consider series-parallel trajectories of the 2nd kind above: 

(a) 
«Jo -+ h)&(Vo -t Vl)&(Yo -t Y2)&(Ho -+ Hl)&(Co -+ C1)) * (Jl l); 

(b) 
«Jo -+ Jd&(Vo -+ Vl)&(Yo -t Y2)&(Ho -t Hl)&(Co -t C1)) * «VI, Cd l). 
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(a) 
«(Jo - J2)&(Vo - Vd&(Yo - Y2)&(Ho - HI)&(Co - Cd) * (J2 1); 

(b) 
«(Jo - Jd&(Vo - Vd&(Yo - Y2)&(Ho - Hd&(Co - Cd) * «VI, CI) 1). 

3. 0'3 = (So - S3) * (S3 0= 

(a) 
«Jo - Jd&(vo - Vd&(Yo - Y2)&(Ho - H2)&(Co - Cd) * (JI 1); 

(b) 
«(Jo - Jd&(Vo - Vd&(Yo - Y2)&(Ho - H2)&(Co - C I» * «VI,C1) 1). 

(a) 
«(10 - J2)&(Vo - Vd&(Yo - Y2)&(Ho - H2)&(Co - Cd) * (J2 T) ; 

(b) 
«Jo -It)&(Vo - Vd&(Yo - Y2)&(Ho -> H2)&(Co -> Cd) * «VI, Cd n. 
In addition, improvement trajectory as a parallel-series chain 0'5 = (So -> 

S5) * (S5 -> 1) is shown in Fig. 5.9. Fig. 5.10 illustrates trajectories of kinds 
0'1 and 0'5 in the space of system excellence. 

Fig. 5.9. Series-parallel improvement trajectory 
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Wo = 2 

Ideal point 
I 

Fig. 5.10. Examples of improvement trajectories 

5.7 SUMMARY 

We have proposed our viewpoint to reengineering of decomposable systems. 
Our examination may be used for various applications, for example: 

(1) distributed information systems (modification, improvement, redesign); 
(2) improvement of network systems through modification; and 
(3) reengineering of business processes . 
In addition, it is reasonable to point out the significance of the kinds of op

timization problems, when we search for the best improvement of a combinato
rial system. Similar approach can be used for many well-known combinatorial 
problems on graphs. Note Roberts has examined close problems: to design a 
strategy for improvement of systems described by weighted graphs [423J . 

Finally, let us emphasize the following significant research directions: 
(1) development of special knowledge based systems to design of the change 

system; 
(2) development of tools for the presentation of complex systems, and im-

provement processes; 
(3) investigation of system transformation trajectories with feedback; 
(4) study of corresponding scheduling problems; 
(5) development of special knowledge based systems to evaluate the change 

system while taking into account estimates of the schedule change system; and 
(6) application of examined issues in engineering education. 
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6 SPECIFIC ESTIMATES OF SYSTEM 
ELEMENTS 

Strategic design and technological forecasting are significant parts of joint en
gineering and management activities. Technology forecasting techniques can 
be classified in four major categories ([2], [17], [22], [234]' [509], etc .): 

1. Search and evaluation of information. 
2. Technical trend exploration (projective) . 
3. Normative or goal oriented (e.g. , generation and selection of relevant 

technologies) . 
4- Integrative (cross-impact analysis, scenarios, mathematical modeling, 

etc.). 
Many approaches are applied for above-mentioned problems of forecasting: 

time series data analysis; expert judgement; decision theory (e.g., decision 
trees) ; multicriteria analysis, etc. 

Strategic system design/planning is often based on multi-stage multicriteria 
decision making, decision theory while taking into account uncertainty. For ex
ample, Cook and Kress proposed selecting a new technology decision using the 
following: series of technological decisions, decision trees, multiple alternatives, 

115 
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multiple criteria, and uncertainty [91]. Bard and Feinberg apply multi-phase 
methodology for technology selection [29] . 

Our composition approaches can be used as components of normative and 
integrative above-mentioned techniques of forecasting. In this chapter, we start 
to take into account uncertainty of system characteristics (DA's, Ins) . It is 
readily seen that our problems under uncertainty are oriented to forecasting 
and strategic planning. Four approaches are used for the representation of 
uncertainty ([125], [179], [250], [251]' etc.): 

(1) probability theory ([146], etc.); 
(2) Dempster-Shafer evidence theory ([458], etc.); 
(3) fuzzy set theory ([34], [250], [537], [547], etc.); and 
(4) possibility theory ([125), [236], [537], [548], etc.) . 
Here we consider only some specific estimates of DA's and Ins as follows: 
(a) functions of time, 
(b) probabilistic estimates, and 
(c) fuzzy environment. 
Note that Prof. G. Rzevski (UK) has described close design problems during 

his presentations at IntI. conf. " Information Technology in Design EWITD'96" 
(Moscow, Russia) . 

6.1 TIME DEPENDENCE FOR ESTIMATES 

Here let us consider time dependence of system description components (exter
nal requirements, composite DA's, elements) of time. Table 6.1 depicts main 
functions of time and basic sources of changes. 

In previous section, we have examined external system changes as changes 
of composite DA's on the basis of external improvement actions. Now let us 
analyze internal system changes of elements: (i) Ins; and (ii) DA's. We will 
consider estimates of the elements as functions of time. Here J.'-stage (I' = 4) 
time interval is assumed, and the estimates are evaluated on ordinal scales (Fig. 
6.1): 

(a) for priority of DA i: T.(t), and 
(b) for compatibility of DA's i 1 and i 2 : w.,.,(t) . 
It is reasonable to investigate some basic kinds of functions (increasing / 

improvement function, decreasing / aggravation function, etc.). Thus we get 
vector-like estimates: 

T.(t) = (r;, ... , r;, ... , rn, 
w.,.,(t) = (wI,." .. . , wL" ... , w;,.,) , 
where { is the number of a time stage ({ = 1, .. . ,1'). 
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Table 6.1. Sources of time dependence 

Functions Source of changes 
of time 

Internal External 

1. Composite DA's Self-improvement Improvement actions 
(trajectories at on the basis of 
system excellence external resources 
space) 

2. Elements 
2.1 DA's: 

(a) Set of DA's Improvement actions 
on the basis of 
external resources 

(b) estimates Sel~improvement Improvement actions 
(self-education, etc.) on the basis of 

external resources 
2.2. Ins (estimates) Self-improvement Improvement actions 

(self-education, etc.) on the basis of 
external resources 

3. External Internal conflicts Changes of 
requirements (correspondence to external 

constraints, etc.) environment 

Clearly, constraints for DA's and Ins correspond to inequalities, and con
straints for composite DA's correspond to preference relations. 

In the main these functions can be considered as a result of expert judgement 
(a forecast) . Also, note that internal changes of the estimates above may be 
based on self-improvement processes, for example, as follows: 

(1) increasing of professional skills (personnel, pair of personnel and tools); 
and 

(2) improvement of compatibility for mechanical system parts or chemical 
system components. 

We can point out the following basic possibilities of solving process: 
1. To solve a problem (design, improvement, etc.) for a certain time stage. 

In this case, our basic approach can be used . 
2. To solve a problem (design, improvement, etc.) for several time stages. 
In the second case, the following two ways can be considered: 
Strategy 1. To map (to aggregate) multi-stage vector estimates into a resul

tant ordinal estimate (for example, on the basis of multicriteria ranking). 
Strategy 2. To solve the problem for each time stage, and to search for a 

composite decision that consists of local decisions for each time stage. 
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Let us examine strategy 1 on the basis of an example [311]. We assume that 
a human-computer system (ReS) consists of four main parts as follows: 

(a) goals (tasks); 
(b) operational part; 
(c) factual part (information as data and/or knowledge); and 
(d) human (user's) part. 
Let us examine the following: 
(1) basic design for the only one stage; 
(2) design for the multi-stage case; and 
(3) kinds of constraints. 

r(t)/w(t) 

5+-----, 

4 
Improvement 

Aggravation 

0L----~----r----1----+_--- t 
1st stage 2nd stage 3rd stage 4th stage 

Fig. 6.1. Example of priority / compatibility functions 

6.1.1 Basic Example 

Our system morphology is depicted in Fig. 6.2. Basic DA's are presented in 
Table 6.2. As an input we consider a certain task, for example, T2 (we reject 
T1 and T3). In addition, we reject U3, and add aggregate DA's as follows: 
U4 = U1&U2 , 0 4 = 0 1&03 , An example of compatibility is presented in Table 
6.3. 

Resultant composite DA's are the following (two Pareto-effective points) : 
(a) N1 = (3; 3,1,0): Sl = T2 * h * 0 4 * U2; 
(b) N2 = (2;4,0,0): S2 = T2 * 13 * 02 * U2, S3 = T2 * 13 * 0 4 * U2, 

S4 = T2 * 13 * 0 4 * U4, S5 = T2 * 1J * O2 * U4 . 
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Fig. 6.3 illustrates the lattice of system excellence and Pareto-effective points 
above. 

Now we examine bottlenecks for the following composite DA's: 
(1) 51, improvement of h (obtaining the best decision); and 
(2) 54, improvement of (04 , U4 ) (obtaining the best decision). 

Human-Computer System 

51 = T2 * 12 * 04 * U2 
52 = T2 * h * O2 * U2 
S3 = T2 * 13 * 0 4 * U2 
S4 = T2 * 13 * 04 * U4 

S5 = T2 * 13 * O2 * U4 

Fig. 6.2. Structure of HCS (hypothetical priorities of DA's 
are shown in brackets) 

Table 6.2. Basic DA's 

DA's Description 

h Basic information 
12 Results of an additional searching 
13 Results of an information design 
0 1 Basic techniques 
O2 Additional selected techniques 
0 3 New designed techniques 
U1 Novice 
U2 Trained user 
U3 Expert 
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Table 6.3. Compatibility 

h U4 

T2 1 3 3 1 2 3 3 1 3 3 3 
h 2 3 3 3 2 1 1 1 
h 2 2 2 3 1 3 1 3 
13 2 3 3 3 3 3 3 3 
0 1 3 2 1 2 
O2 2 2 3 2 
0 3 1 2 3 2 
0 4 2 3 3 2 

Ideal point 

Wo =3 
Wo = 2 

Wo = 1 
Fig. 6.3. Lattice of system excellence 

6.1.2 Multi-stage Vector Estimates 

Here we consider vector estimates. It is assumed that the following compati
bility will be self-improved: between human (user's) part and other ones (on 
the basis of accumulated skills). 

Table 6.4 contains 4-component vector estimates and resultant estimates for 
compatibility between U and other DA's. 

In this case, resultant composite DA's are the following: 
(a) N1 = (3; 3,1,0) : 51 = T2 * 12 * 0 4 * U2, 52 = T2 * 12 * 0 4 * U4 ; 

(b) N2 = (2; 4, 0, 0) : 53 = T2 * 13 * O2 * U4 , 54 = T2 * fa * 0 4 * U2, 
55 = T2 * 13 * 0 4 * U4 • 
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Let us remark that the set of Pareto-effective DA's is changed (see composite 
decisions for basic example in previous section). Two Pareto-effective points 
are the same. 

Table 6.4. Four-stage compatibility for U 

U1 I U2 I U3 I U4 

T2 1,1,2,2/2 3,3,3,3/3 3,3,3,3/3 3,3,3,3/3 
11 2,2,2,2/2 1,2,2,1/1 1,2,2,3/2 1,2,2,1/1 
12 1,2,2,2/2 3,3,3,3/3 1,2,3,3/3 3,3,3,3/3 
13 3,2,1,1/1 3,3,2,2/2 3,3,3,3/3 3,3,2,2/2 
0 1 3,3,3,3/3 2,3,2,2/2 1,2,3,3/3 2,3,2,2/2 
O2 2,2,2,2/2 2, 1, 1, 1/1 3,3,3,3/3 2,2,2,2/2 
0 3 1,2,2,2/2 2,1, I, 1/1 3,3,3,3/3 2,1,1,1/1 
0 4 2,2,2,2/2 3,3,3,3/3 3,3,3,3/3 2,3,3,3/3 

6.1.3 Constraints 

Constraints for the functions of time ri(t), and Wi,i 2 (t) have an important 
applied entity. Table 6.5 presents basic kinds of constraints and approaches to 
solve corresponding problems. Here the following constraints are considered: 

(i) r· corresponds to a numerical constraint of priorities for DA's, 
(ii) w· corresponds to a numerical constraint of compatibility Ins, and 
(iii) N· corresponds to a vector constraint of system excellence for composite 

DA's. 
In many cases, the use of the constraints provides formulating and solving 

of real applied problems. We can use constraints to construct and to manage 
required models and solving schemes. For example, the following two types of 
system improvements on the basis of multi-stage improvement processes may 
be considered: (a) improvement trajectory from an initial state to a resultant 
one; and (b) improvement trajectory from an initial state to a resultant one 
in accordance with special requirements to intermediate states. In the sec
ond case, we can specify the following requirement (i.e., specific constraints to 
intermediate composite DA's): 

Designed system has to work at each intermediate stage. 

Similar requirements are significant for reengineering activities (e.g., for 
teams, for organizations, for manufacturing systems, and for computer sys
tems). 
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Note it is reasonable to examine real world situations while taking into ac-
count the following aspects [126]: 

(a) "softness" of constraints; 
(b) some constraint have priorities over others; and 
(c) constraints may involve uncertain parameters. 

Table 6.5. Basic Kinds of Constraints 

Type of Entity Approach to Solve 
Constraint 

1. Left side Requirements to Rejection of 
for DA's/lns start situation inadmissible DA's/lns 
(~= 1, r; > rO 
or w~ ·2 > WO) ." 2. Right side Requirements to Rejection of 
for DA's/lns resultant situation inadmissible DA's/lns 
(~ = 1', r; > r· 
or Wf,i2> WO) 

3. Multi-stage Requirements to l.Rejection of 
for DA's/lns multi-stage process inadmissible DA's/lm 
('t/~ = 1, ... ,1' 2.Mapping of vector 
r~ > rO estimates into 
• € 

integrated ordinal or w· ·2> WO) ." scales 

4. Left side Requirements to Taking into account 
for composite DA's start situation additional constraints 
(~= 1, I.e., to morphological clique 
N(S€=l) ~ N°) at the 1st stage 

5. Right side Requirements to Taking into account 
for composite DA's resultant situation additional constraints 
(~ = 1', i.e., to morphological clique 
N(S€=JJ) ~ N°) at the last stage 

6. For composite DA's Requirements to Taking into account 
at intermediate intermediate additional constraints 
stages (1 < ~+ < I' situations to morphological clique 
N(S€+) ~ N°) at intermediate stages 

7. Multi-stage Requirements to Taking into account 
for composite DA's multi-stage process additional constraints 
('t/~ N(S€) ~ N° ) to morphological clique 

at all stages 
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6.2 PROBABILISTIC ESTIMATES 

Often it is necessary to consider probabilistic estimates of DA's and Ins. In 
these cases, problems are close to traditional approaches for uncertainty (e.g., 
stochastic programming, fuzzy sets). The first approach to solve problems with 
probabilistic estimates is based on an aggregation of the estimates, for example: 

(a) mathematical expectations; 
(b) integrated values on the basis of thresholds (constraints); 
(c) integrated composite values on the basis of complex aggregation tech-

niques. 
In this section, we examine four important realistic design situations: 
(1) probabilistic estimates for DA's/Ins; 
(2) probabilistic appearance of technological innovations (i.e., DA's) at time 

stages; 
(3) probability density of DA's/Ins for one-stage design; 
(4) probability density of DA's/Ins for multi-stage design. 

6.2.1 Probabilistic Estimates of Elements 

In the case of probabilistic estimates of DA's/Ins, we have to study composition 
problems, when elements (vertices and arcs) of the initial morphological graph 
have probabilistic character. Thus the problem is: 

Find a morphological clique in probabilistic morphological graph. 

An engineering approach to the problem is the following: to include proba
bilistic estimates into multicriteria estimates of DA's/lns, to map the extended 
multicriteria estimates into ordinal scales, and to solve a basic problem. Clearly, 
in this solving scheme the step mapping of multicriteria estimates is crucial one. 
Also, this operation may include the use of constraints. 

Now let us consider an example which is oriented to synthesis of a composite 
project for a company [302] . Structure of the project is depicted in Fig. 6.4. 
Table 6.6 presents criteria for DA's. 
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Composite Project 

SI = R2 * P2 * Lj * M2 
S2 = R2 * P3 * h * M2 
S3 = R2 * P3 * 14 * M2 
S4 = R2 * P3 * 14 * M4 

Fig. 6.4. Structure of system (priorities of DA's 
are shown in brackets) 

Table 6.6. Criteria 

Criteria Weights 

R l pI1IM 

1. Expenditure/ cost (-) 3 5 
2.Resultant quality/preliminary results 5 5 
3.Possible complexity of joint business (-) 5 5 5 5 
4.Required quality of business-plan (-) 3 
5.Possible volume of market 3 
6.Possible extension of market 5 

Table 6.7 involves the following: DA's, their estimates on criteria, resultant 
priorities of DA's (r), probabilistic estimates of DA's (0), and resultant priori
ties while taking into account probabilistic estimates (r9) . Table 6.8 contains 
compatibility. 
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Table 6.7. DA's and estimates 

DA's Criteria r (} rs 

1 121314.1516 

RI Independent research 530 2 1.00 2 
R2 Joint research with Japanese 245 2 0.60 3 

company 
Ra Joint research with Korean 235 3 0.70 3 

company 
R4 Joint research with German 2 5 2 1 0.80 1 

company 
Rs Joint research with Japanese 1 5 3 1 0.48 2 

and German companies 
PI Independent manufacturing 1 3 0 1 0.70 2 
P2 Manufacturing joint with 4 5 2 2 0.90 1 

German company 
P3 Joint manufacturing with 233 2 0.60 2 

Brazilian company 
P4 Joint manufacturing with 5 5 5 2 0.50 3 

Japanese company 
P5 Joint manufacturing with 5 4 4 3 0.50 3 

American company 
h Self-investment 0 1 1 0.70 1 
12 European financial groups 3 3 3 0.80 2 
fa American banks 3 4 3 0.60 3 
14 Arabian investors 4 2 3 0.60 3 
MI South America 4 4 2 2 0.90 1 
M2 Europe 2 3 0 3 0.80 3 
Ma South-East Asia 3 4 3 1 0.75 2 
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Table 6.8. Compatibility 

Pl I P2 1 P31 P4 1 PslIt 112 113 114 I Mll M21 M3 

RI 1 1 1 0 0 3 3 3 3 0 1 0 
R2 0 0 2 3 1 0 1 1 1 0 1 3 
R3 2 0 1 0 0 0 1 1 2 1 1 3 
R4 1 3 3 1 1 1 3 1 3 3 3 2 
Rs 1 3 3 3 1 0 3 3 3 1 3 3 
Pl 3 3 3 3 2 2 2 
P2 0 3 2 3 3 3 2 
P3 0 3 3 3 3 0 0 
P4 0 2 2 3 2 2 3 
P5 0 1 3 3 3 1 1 
It 1 1 2 
12 2 3 2 
13 3 1 2 
14 2 2 2 

Now let us consider the following three schemes of design: 
Scheme 1. Basic design problem. In this case, Pareto-effective composite 

DA's are the following: 
(a)N=(3;1 , 1, 2) : S~=RS*P2*12*M2; 
(b) N = (2; 2,1, 1): S~ = Rs * P2 * 12 * M 3 , S~ = Rs * P2 * 13 * M 3 ; and 
(c) N = (1;4,0,0): S! = R4 * Pl * It * M3 . 

Scheme 2. Design with taking into account probabilistic estimates of DA's 
(probabilistic estimates are included into multicriteria estimates of DAs). Here 
Pareto-effective composite DA's are the following: 

(a) N = (3; 2,1, 1): S~', = R4 * P2 * h * M2 ; and 
(b) N=(2 ;2,2,0) : S2 =R4 *P2 *h*M3 · 

Scheme 3. Probabilistic analysis of resultant composite DA's obtained for 
the basic design problem (computation of probabilistic estimates for compos
ite decisions, and selection of the best ones) . Computation of probabilistic 
estimates for composite DA's may be based on the following simple formulae: 

9(S) = II ge , 
eES 

where e is a component of S. Here we examine Pareto-effective decisions for 
scheme 1: 9(S~) = 0.27648, 9(S;) = 0.25920, 9(S~) = 0.19440, 9(S~) = 
0.27440. Obviously, in this case, it is reasonable to select two composite deci
sions S~ and S~. 
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Finally, we can analyze the following obtained decisions: 
scheme 2: s~/, s;; and 
scheme 3: Sl' S4 ' 

Note that these decisions may be considered a,s input information for Deci
sion Maker. 

6.2.2 Probabilistic Appearance of Alternatives 

Now we examine the following design multi-stage problem. DA's for system 
parts may appear with probabilities for each time stage. Basic information for 
our 4-stage example is presented in Fig. 6.5 , Tables 6.9, 6.10, 6.11 , 6.12, and 
6.13. 

Composite System 

External 
;:=~----'::....:.'OL-_--<'-==-"--i---,-,,-,--,-,,---_--,E=-n--,vironment 

Fig. 6.5. Structure of system (priorities of DA's 
are shown in brackets) 

Table 6.9. Compatibility (stage 1) 

B1 I B21 B31 E1 I E21 E31 V1 I V2 1 V3 

G1 0 1 1 1 1 1 1 1 1 
G2 1 1 1 0 2 1 1 3 1 
G3 0 1 0 1 0 2 0 0 1 
B1 1 2 1 2 1 2 
B2 3 2 1 2 2 1 
B3 1 3 1 1 1 1 
E1 2 1 1 
E2 0 0 1 
E3 1 2 3 
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Table 6.10. Compatibility (stage 2) 

BI 1B21B31EI1E21E31VI1V21V3 
G1 0 1 1 2 1 1 1 1 1 
G2 1 1 1 0 2 1 1 3 1 
G3 0 1 0 2 1 2 1 2 1 
Bl 1 2 1 2 1 2 
B2 3 2 1 2 2 1 
B3 1 3 2 1 1 1 
El 2 1 1 
E2 2 2 2 
E3 1 2 3 

Table 6.11. Compatibility (stage 3) 

BI1B21 B31EI1E21 E31VI1V21 V3 
G1 0 1 2 3 1 1 1 2 2 
G2 2 1 1 0 3 1 1 3 1 
G3 2 2 1 2 1 3 2 2 1 
Bl 2 2 2 2 2 2 
B2 3 2 1 3 3 1 
B3 1 3 2 1 2 2 
El 2 1 1 
E2 3 2 2 
E3 2 3 3 

Table 6.12. Compatibility (stage 4) 

Bl I B21 B31E d E21 E31 VI I V2 I V3 
G1 1 3 3 3 3 2 2 3 2 
G2 2 2 1 0 3 1 1 3 2 
G3 3 2 2 2 3 3 2 3 1 
Bl 3 3 2 2 3 3 
B2 3 3 2 3 3 1 
B3 1 3 2 1 2 2 
El 3 2 1 
E2 3 3 2 
E3 3 3 3 
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Table 6.13. Probability of appearance for DA's 

DA's Stage 1 I Stage 2 I Stage 3 I Stage 4 

Gi 0.60 0.80 1.00 1.00 
G2 0.80 0.85 0.90 1.00 
G3 0.10 0.40 0.60 0.70 
Bi 0.20 0.60 0.80 1.00 
B2 0.50 0.70 1.00 1.00 
B3 1.00 1.00 1.00 1.00 
Ei 0.90 1.00 1.00 1.00 
E2 0.40 0.50 0.60 0.80 
E3 0.70 0.90 1.00 1.00 
Vi 1.00 1.00 1.00 1.00 
V2 0.60 0.70 0.90 1.00 
V3 0.80 1.00 1.00 1.00 

Here we have to take into account probability of the appearance for DA's. 
This situation is realistic for long-term design/planning, forecasting, invest
ment. We assume that priorities of DA's are not dependent on time (Fig. 6.5) . 

In general, we can examine the following two main approaches: 
A. Design and selection of a composite alternatives: 
To design a composite DA's, and to select a decision at a stage with sufficient 

quality of the decision and its probability. Thus, in this case, we can obtain a 
set of composite DA's, and their estimates: (i) quality N , (ii) a number of stage 
(time interval), and (iii) probabilistic estimates of appearance . As a result it is 
possible to examine a final multicriteria ranking to select a resultant decision 
at the certain stage. 

B. Design of a trajectory of composite alternatives: 
To design a trajectory consisting of composite DA's for each stage. In this 

case, it is necessary to take into account an additional information: a cost to 
move from an initial composite decision to another one. Thus we should like 
to select the following: 

(a) trajectories consisting of the same composite DA's at each stage; and 
(b) trajectories, in which the movement from a composite decision at a stage 

to another one at a next stage is very cheap. 
In addition, it is reasonable to study multi-stage vector priorities of DA's. 

In this case, to design a composite DA's at a stage it is possible to use two 
approaches which were considered in previous section (i.e., inclusion of prob
abilistic estimates into multicriteria estimates, or an additional probabilistic 
analysis of resultant composite DA's). 



www.manaraa.com

130 COMBINATORIAL ENGINEERING OF DECOMPOSABLE SYSTEMS 

Note that a process of trajectories construction has to be based on techniques 
that were examined in previous chapter (e.g., design of a change system, etc.). 

Table 6.14 presents resultant composite DA's (top index corresponds to a 
stage number). 

Table 6.14. Resultant composite DA's 

Composite DA's N Stage Probability 
O(S) 

Sf = G3 * B2 * E3 * V3 (1; 1, 2,1) 1 0.02800 

S~ = G3 * B2 * E, * V3 (1;1,2,1) 1 0.03600 

S~ = G2 * B, * E3 * V2 (1; 1, 2,1) 1 0.06720 

Sl = G, * B2 * E2 * V3 (1; 1,2,1) 1 0.09600 

S~ = G, * B3 * E2 * V, (1; 1,2,1) 1 0.24000 

SJ = G 1 * B3 * E2 * V2 (1; 1,2,1) 1 0.14400 

Sj = G2 * B2 * E2 * V, (1; 1,2,1) 1 0.16000 

S~ = G2 * B2 * E2 * V2 (1; 1,2,1) 1 0.09600 

S; = G3 * B2 * E2 * V, (2;2,2,0) 2 0.14000 

S~ = G3 * B2 * E2 * V2 (2;2,2,0) 2 0.09800 

S~ = G3 * B, * E2 * V, (2;3,1,0) 3 0.28800 

S~ = G3 * B, * E2 * V2 (2; 3, 1,0) 3 0.28800 

S{ = G3 * B, * E2 * V2 (3; 3, 1,0) 4 0.56000 

At each stage it is reasonable to select reliable composite DA's, for example, 
S~, S~, Sj, S?, S~, S~, S{. Further, this set of DA's is a base for multicriteria 
ranking and selection of a resultant decision. Fig. 6.6 depicts corresponding 
Pareto-effective points: 

N' = (1; 1,2, I), N 2 = (2; 2, 2, 0), N 3 = (2; 3, I, 0), N 4 = (3; 3, 1,0). 
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Ideal point 

Wo = 3 
Wo = 2 

Wo = 1 
Fig. 6.6. Lattice of system excellence 

In the case of the trajectory approach (B), it is reasonable to use for the 
design of trajectories above morphological clique problem as for the design of 
multi-period strategy (see section 3.6). Fig. 6.7 depicts an initial obtained 
system for composing of trajectories . 

Trajectory 

Stage 1 Stage 2 Stage 3 Stage 4 

Fig. 6.7. Morphology of trajectory 

In this case, estimates of compatibility are based on a cost of transform
ing (change) of an alternative into another. As a result, we can consider, for 
example, the following trajectories: 
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al = (S~ =:} (02 -+ 0 3» ==:} (S~ =:} (B2 -+ Bd) ==:} S~ ==:} st, 

a2 = (S~ =:} «01 -+ 03)&(B3 -+ B2))) ==:} 

==:} (S? =:} «VI -+ V2)&(B2 -+ Bd» ==:} s~ ==:} st , 

a3 = (SJ =:} «01 -+ 03)&(B3 -+ B2 ))) ==:} (S~ =:} (B2 -+ Bd) ==:} S~ ==:} st. 
Obviously, Decision Maker is the most important participant at the final 

above-mentioned phases. 

6.3 FUZZY ESTIMATES 

6.3.1 Notations and Basic Example 

Here we consider fuzzy estimates for DA's or/and Ins. Notations are the fol
lowing: 

t is an index corresponding to a design alternative; 
pt(t) is a membership function of the priority r(t), we consider the following 

set: {Ilf{t), 1= 1, .. . ,3}; and 
IlW (t) is a membership function of compatibility Wet), we use the following 

set : {Ilk(t) , k=O , ... ,3} . 
Let {llk(tl,t2)} be the following vector: 
(Il:f (tl, t2)' 112' (tl, t2)' Il'f (tl , t2)' Illf (£1, t2» ' 
Now let ra(t) and Wa(£I, t2) be aggregated estimates for a design alternative 

t, and for a pair of design alternatives (£1, t2), accordingly. 
Our basic example is depicted in Fig. 6.8. Table 6.15 contains normalized 

fuzzy priorities {Ilj'(t)}, and realistic aggregated priorities {ra(£)} . Table 6.16 
contains normalized fuzzy compatibility {Ilk (tl, t2)} ' and Table 6.17 presents 
realistic aggregated compatibility {wa(£j, £2)}. 

Fig. 6.8. Example of Composite System 
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Table 6.15. Fuzzy priorities 

DA's L pl( L) P:i( L) Pa( L) rO(L) 

Al 1.00 0.00 0.00 1 

A2 0.00 0.05 0.95 3 

BI 0.15 0.65 0.20 2 

B2 0.85 0.15 0.00 1 

C1 1.00 0.00 0.00 1 

C2 0.00 1.00 0.00 2 

Table 6.16. Fuzzy compatibility 

BI I B2 I C1 I C2 

Al 0.5; 0.2; 0.3; 0.0 0.0; 0.3; 0.4; 0.3 0.0; 0.4; 0.5; 0.1 0.2; 0.4; 0.3; 0.1 

A2 0.1;0.2;0.1;0.6 0.7; 0.3;0.0; 0.0 0.4; 0.4; 0.2; 0.0 0.0; 0.7; 0.3; 0.0 

BI 0.6; 0.3; 0.1; 0.0 0.0; 0.5; 0.5; 0.0 

B2 0.0; 0.1; 0.3; 0.6 0.2; 0.5; 0.3; 0.0 

Table 6.17. Aggregated compatibility 

BI I B2 I CI I C2 

Al 3 1 1 2 

A2 0 3 2 2 

BI 3 1 

8 2 0 2 

Evidently, that on the basis of fuzzy priorities we can obtain the following 
relationship on the set of DA's: 

(a) Al ~ A 2 ; 

(b) BI ~ B2; and 
(c) C I and C2 are non-comparable. 

6.3.2 Generalized Glance 

Now let us study the following four cases: 
Case 1: deterministic (aggregated) estimates of priorities for DA's {pO(L)}, 

and deterministic (aggregated) estimates of compatibility for Ins, and {WO( LI, L2)} 
(a basic case):. 
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Case 2: estimates of DA's are aggregated (deterministic) {r4 (t)}, and esti
mates ofIns are fuzzy {Jlk(tl,t2)}, '1(tl,t2)' 

Case 3: estimates of DA's are fuzzy {JI/(t)} 'It, and estimates of Ins are 
aggregated (deterministic) {W4( tl, t2)}, V( tl, t2)' 

Case 4: estimates of DA's are fuzzy {JI/(t)} 'It, and estimates of Ins are 
fuzzy {l'k(LI, L2)}, V(Ll' t2) ' 

Fig. 6.9 illustrates the cases above (top index of composite DA's corresponds 
to the case) . 

Criterion 1: n(S) 
(quality of DA's) 

Ideal point 

3: Case 3 

~ s, ii~ 

C@J~ 
Case4 D Sj 

® st Case 1 

®S~ 
®Sj 

S? Case 2 

• •• S~ 
• •• S~ 

• • • Criterion 2: 
w(S) (quality 

L..-________________ -'-__ of Ins) 

Fig. 6.9. Illustrative space of system excellence and composite DA's 

Clearly, that main method is based on two stages: 
(1) generation of feasible composite decision; and 
(2) selection of Pareto-effective decisions. 

Unfortunately, it is reasonable to point out the following two significant 
features of our synthesis problem with fuzzy estimates: 

(a) complexity of corresponding combinatorial problems is increasing be
cause a number of analyzed composite decisions is more than in deterministic 
case; and 
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(b) it is necessary to construct a preference rule to select the best fuzzy 
decisions. 

Now we will examine several numerical examples to illustrate four above
mentioned cases. 

6.3.3 l)eterrninistic (;ase 

In the case 1, we obtain the following two Pareto-effective decisions: 
(1) st = A2 * B2 * (;2, N(St) = (2; 1,2,0); and 
(2) S~ = A1 * B1 * (;1, N(S~) = (1; 2,1,0). 
Fig. 6.10 illustrates these composite DA's. 

Ideal point 

Wo = 3 
Wo = 2 

Wo = 1 
Fig. 6.10. Lattice of system excellence (case 1: without uncertainty) 

6.3.4 Fuzzy (;ompatibility 

Now we illustrate case 2. Let S? = st , and S~ = S~. We obtain 12 possible sit
uations or elementary compositions (Table 6.18) for Sf. Note that we consider 
probability of an elementary composition as the following product: 

p.W(A2,B2) p.W(A2,(;2) p.W(B2,(;2). 
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Table 6.18. Basic compositions for S~ and its probability 

Number W(A2 , B2) W(B2, C2) w(A2, C2) Probability 

1 2 1 1 0.027 
2 3 1 1 0.063 
3 2 2 1 0.045 
4 3 2 1 0.105 
5 2 3 1 0.018 
6 3 3 1 0.042 
7 2 1 2 0.063 
8 3 1 2 0.147 
9 2 2 2 0.105 

lO 3 2 2 0.245 
11 2 3 2 0.042 
12 3 3 2 0.098 

It is follows easily that N(S?) = (0, 0.49,0.51, 0; 1, 2, 0) . 
In the same way, we obtain the following for S~ (Table 6.19): 
N(S?) = (0.1,0.252,0.648,0; 2,1,0). 

Table 6.19. Basic compositions for S~ and its probability 

Number W(Al , Bt} W(Bl,Ct} w(Al , C l ) Probability 

1 1 1 1 0.015 
2 1 1 2 0.012 
3 1 2 1 0.045 
4 1 2 2 0.036 
5 1 3 1 0.090 
6 1 3 2 0.072 
7 2 1 1 O.OlO 
8 2 1 2 0.008 
9 2 2 1 0.030 

10 2 2 2 0.024 
11 2 3 1 0.060 
12 2 3 2 0.048 
13 3 1 1 0.025 
14 3 1 2 0.020 
15 3 2 1 0.075 
16 3 2 2 0.060 
17 3 3 1 0.150 
18 3 3 2 0.120 
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As a result, we have to examine a set of points at system excellence space 
for each composite decision with taking into account a membership functions 
(Fig. 6.11) . 

Ideal point 

Wo = 3 
Wo = 2 

Wo = 1 
Fig. 6.11. Lattice of system excellence (case 2): fuzzy compatibility 

Finally, it is necessary to analyze all feasible composite DA\ and to reveal 
Pareto-effective decision by the selected above-mentioned preference rule. 

6.3.5 Fuzzy Priorities 

Here let us construct fuzzy decision sets. We examine the following basic com
posite DA's: S~ = Sf = A2 * B2 * C2 and S~ = SJ = Al * BI * C I . 

Using Table 6.15, we get the following situations for Sr 
(a) S~I' n(S~d = (1,2,0) and a resultant value of membership function (as 

a product of corresponding values for included DA's) is equal to 0.0425; 
(b) S~2' n(S~l) = (0,3,0) and the resultant value of membership function 

is equal to 0.0075; 
(c) S~3' n(S~l) = (1,1,1) and the resultant value of membership function 

is equal to 0.8075; 
(d) S~4' n(S~l) = (0,2,1) and the resultant value of membership function 

is equal to 0.1425. 
Analogically, we get the following situations for S~: 
(a) S~l' n(S~d = (3,0,0) and the resultant value of membership function 

is equal to 0.15; 
(b) S~2' n(S~d = (2,1,0) and the resultant value of membership function 

is equal to 0.65; 
(c) S~3' n(S~I) = (2,0,1) and the resultant value of membership function 

is equal to 0.20. 
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Fig. 6.12 illustrates composite decisions with fuzzy priorities. 

Ideal point 

Wo = 3 
Wo = 2 

Wo = 1 
Fig. 6.12. Lattice of system excellence (case 3): fuzzy priorities 

6.3.6 Fuzzy Compatibility and Priorities 

It is easy to prove that case 4 is a combination (a product) of case 2 and case 
3. 

6.4 SUMMARY 

Evidently, we have considered only several basic simple problems with time 
dependence and probability. It is reasonable to study more complex problems, 
for example, the following: (a) multi-stage problems with uncertainty for all 
elements of the problems; (b) problems with time dependence of probability; 
(c) multi-stage problems while taking into account human behavior. 

In our opinion, the significance of considered in this chapter problems is 
increasing. 
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7 MORPHOLOGICAL 
METAHEURISTICS 

The importance of combinatorial optimization problems is increasing, because 
many real-world applications are based on the following: (i) discrete variables; 
(ii) combinatorial structures, and corresponding combinatorial descriptions; 
and (iii) combinatorial nature of solving processes. Let us point out some 
basic monographs in this field: 

I. Fundamentals of combinatorics and algorithms design: 
(1.1) combinatorial analysis [194]; 
(1.2) problems and algorithms ([7], [358], [379], [388], [414], [425]' etc.); 
(1.3) complexity ([160], [240], etc.); 
(1.4) networks and graphs ([24], [40]' [68], [201]' [200], [177], [383], [534], 

etc.); 
(1.5) orders ([421], [422], etc.); and 
(1.6) matroids ([280], etc.); 

139 
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II. Some main problems and applications: 
(2 .1) scheduling ([25], [50],[51], [85], [88], [155], [286], [420], etc.); 
(2 .2) travelling salesman problem ([24], [281], [413], etc.); 
(2.3) knapsack-like problems [347]; 
(2.4) location problem ([104], [197], [205], [360], [386], etc.); 
(2.5) Steiner tree problem ([43], [160]' [180], [452]' [481]' [535], etc.). 
(2.6) networks design ([104], [123]; [152]; etc.); 
(2.7) flow and commodity problems ([24], [160], [329], [358], [495], etc.); 
(2 .8) matching problems ([18], [24], [160], [209], etc.); 
(2.9) classification and clustering ([363], [436], etc.); 
(2.10) unification/standardization problems [176]; and 
(2.11) combinatorial modeling in social sciences ([243], [362], [423], etc.). 

In recent years, many complicated combinatorial problems have been stud
ied and applied. Thus it is reasonable to use heuristics including the following 
approaches: simulated annealing algorithms; evolution strategies; evolutionary 
and genetic algorithms; stochastic search techniques; greedy algorithms; decom
position schemes; etc. ([13], [23], [175], [211], [239], [275], [354], [469], [518], 
etc.) . Also, special techniques of artificial intelligence are based on Constraint 
Satisfaction Problems (CSPs) and solving schemes for them: backtracking and 
networks consistency algorithms ([109], [335], [377], etc.); heuristic revision 
[359]; and decomposition ([110], etc.); distributed constraint satisfaction search 
or multiagent approach ([219], [328], [334],[493], etc.). 

Note that more and more attention is oriented to multi-criteria combinatorial 
optimization problems (for example, see survey [516], etc.) . 

This chapter addresses a possible implementation of our hierarchical mor
phological approach to some well-known combinatorial optimization problems. 
In this case, generalized solving scheme (our metaheuristic) consists of the fol
lowing stages: 

Stage 1. Hierarchical decomposition of initial problems into a set of sub
problems. Note that often the decomposition may be based on partitioning of 
an initial graph (e.g., location problem, travelling salesman problem) or an ini
tial set of elements as units/items, positions, and processors (e.g., scheduling, 
routing) . 

Stage 2. Generation of local decisions (DA's) for subproblems. 
Stage 3. Assessment of interconnectivity of DA's for different subproblems. 
Stage 4. Composing the best composite decision(s) of the problem at the 

higher hierarchical level. 

In fact, this scheme realized dynamic programming. On the other hand, 
this scheme is close to genetic algorithms and evolutionary approach ([175], 
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[211], [354], etc.) . In some cases, the scheme above may be a polynomial or 
i-approximate polynomial one (e.g. , the algorithm for knapsack problem with 
specific constraints in section 2.3 [289]). Mainly these hierarchical heuristics 
have to be proven on the basis of computing experiments. Here the following 
two main sources of errors in composite decisions can be pointed out: 

(a) incorrect partitioning of the initial problem (stage 1); and 
(b) incorrect composing of composite decisions (stage 4) . 
Note that subproblems have often small dimension and allow to apply exact 

enumerative algorithms (stage 2). On the other hand , evaluation of compatibil
ity between DA's (stage 3) requires correct problem analysis and formulation. 

In our opinion, usefulness of the hierarchical morphological approach maybe 
considered by the reasons as follows: 

(a) understandable presentation of a combinatorial problem; 
(b) partitioning of a problem into interconnected parts; 
(c) possibility to apply concurrent (parallel) algorithms; 
(d) possibility to include experts into solving process at various stages; 
(e) a good algorithm for problems; and 
(f) auxiliary techniques . 

1.1 MULTI-ROUTE PROBLEM 

7.1.1 Description 

In our multi-route problem, we have to find a combination of a set of routes 
(trajectories). This is point-to-po int connection problem that arises, for exam
ple, in circuit switching and VLSI design ([174], [321]). 

In this case, we also can apply morphological clique problem. A set of the 
best decisions for each route can be examined as DA's, and compatibility of 
routes is based on the use of common resources (in nodes or arcs of a network). 
Fig. 7.1 depicts a network situation with an incompatibility of routes. 

Note an analogical problem was proposed for the routing of packets in a 
network [283] : 

Find paths for the packets and then schedule the transmission of the packets 
subject to the following condition: no two packets traverse the same edge si
multaneously. The objective is to m inimize the time by which the packages will 
deliver their final points. 
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Set of 
start 
points 

.------------------+.@ 

Set of 
end 
points 

Fig. 7.1. Illustration for multi-route problem 

7.1.2 Formulation of Problem 

Let G = (A, E) be a basic network, where A is a set of nodes, and E is a 
set of arcs. Let a set X = {xiii = 1, ... , m} E A corresponds to start points 
(sources), and a set Y = {Yili = 1, .. . , m} E A corresponds to end (target) 
points (destinations). Thus we can investigate a set of node pairs Z = {Zi = 
(Xi, Yi)li = 1, ... , m}. 

We assume that VZi = (Xi, Yi) there exists a way (trajectory) from xi = Xi 
to xL = Yj as follows: aj =< Xj,···,Yi >=< xi. ... ,X!, ... ,xL > or each Yi is 
accessible from Xj, and A = {ai} is a set of trajectories for pair Zj. 

Also, we take into account a time parameter for each trajectory aj at each 
used node Ti(X!), ,= 1, .. . , kj and at each arc: Ti(X! , X!+l)' ,= 1, .. . , ki - l. 

Clearly, that for each node X! and for each arc (X!, X!+ 1) we can find (com
pute) a time interval for the use of the node X! (analogically for arcs): 

'( 0) ,,1-, 1 ( 0) ",1-, 1 ( 0 0) "( 0) '( 0) 0) where e X: = L...-'::l- T xi + L...-'::l- T xi, xi+l , e x: = e x: +T(X: . 
Let e· (aj) = e" (Yi = xi') denote a total time for trajectory aj. Also, we 

will consider for pair Zj the best (shortest) trajectory at and the corresponding 
best total time e· (at), when we do not take into account compatibility with 
other trajectories . 

Now compatibility for trajectories aj and aj by node XO is described as 
follows: 

the trajectories are compatible if lei(xo)&ej(xo)1 = 0, and incompatible 
ones otherwise. 
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Evidently, we can build for each pair Zi a set of the best trajectories (DA's) 
and use an ordinal scale to assess quality of the trajectories on the basis of total 
times: 

(1) the 1st class: 8·(O'i) - 8·(0'+) = 0; 
(2) the 2nd class: 8*(O'i) - 8*(0'+) ~ A8, A8 ~ 0; and 
(3) the 3rd class: A8 < 8*(O'i) - 8*(0'+) ~ 2A8; etc.; 
Note that building of the best trajectories for pair Zi mainly corresponds to 

polynomial (or pseudo-polynomial) problems ([160], [280], [414], etc.). Thus, 
basic multi-route problem (composition problem with binary compatibility) is: 

Find a set of compatible trajectories S = {O'i Ii = 1, ... , m} with the best total 
quality n(S). 

Evidently, we assume 30'i 'Vzi = (Xi, Yi). 
Further, we consider the next realistic step as follows: a possibility for 

each trajectory at each node to wait (discrete time of wait t(X!) = vo, v = 
0,1,2, ... , 0 ~ 0). It is a way to resolve some conflicts at nodes. As a result, 
we use a compatibility scale: v = 0, 1, ... (v = 0 corresponds to the best 
level). Also, the set of trajectories is increasing by the analysis of additional 
trajectories with waiting. Thus we get multi-route problem with waiting that 
corresponds to the basic composition problem. In this case, it is necessary to 
point out the following features of the problem: 

1. Quality of global decision depends on waiting. Here we can assume that 
wait time intervals are very small. 

2. Dependence of pair compatibility may exist. In other words, improvement 
of a pair compatibility may aggravate another pair compatibility. 

7.1.3 Generalization 

Now let us consider a classification of proposed problems. Table 7.1 presents 
several main situations. 

Furthermore, it is reasonable to emphasize the following notes: 
1. Multi-route problem may be considered for the case, when the following 

levels of intersection are examined: 
(i) without intersection by nodes (i.e., binary compatibility), it is disjoint 

paths problem ([160], [393], etc.); 
(ii) admissible intersection of trajectories by the only one node (i.e., with a 

scale of compatibility [O,l,many]); and 
(iii) admissible intersection of trajectories by several nodes (i.e., with a scale 

of compatibility [0,1,2, ... ]). 
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2. Evidently, our problems are modifications of multicommodity flow prob
lems ([140], [329], etc.) 

3. On the other hand, in the case of several target points, when target point 
set is the same for all start point, we face a specific matching problem ([160], 
[388], etc.). 

Now we point out some generalizations of our multi-route problem: 
1. Resources for nodes 'Ya Va E A and arcs (e Ve E E. In this case, each 

trajectory 0'; requires resources of corresponding nodes and arcs, and total 
times for trajectories depend on the use of resources. 

2. Node conflicts for trajectories when the number of trajectories is more 
than 2. . 

3. Arc conflicts for trajectories. 

Table 7.1. Types of multi-route problems 

Situation Kind of end set 

1 target point Several target 
for each trajectory points for 

each trajectory 

1. Without intersection Disjoint paths Disjoint paths 
of trajectories problem problem 
by nodes with target set 

2. Joint nodes are Basic multi-route Basic multi-route 
admissible for problem problem 
trajectories, but (with binary with target set 
at different time compatibility) 

3. Waiting at nodes Multi-route problem Multi-route problem 
is admissible with waiting with waiting 

and target set 

7.2 LOCATION/ASSIGNMENT PROBLEM 

Location problem is very important for many applications, for example ([104], 
[176], [197], [358], [360], [379], [386], etc.): 

(1) facility location in networks; 
(2) location of information; 
(3) location of computer tasks in computer networks; 
(4) design of circuits; 
(5) design of standards; and 
(6) architectural design; etc. 
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Over 50 representative problems in location research (objectives, decision 
variables, system parameters, algorithms) are investigated in [61]. Note well
known assignment problems and covering problems are very close to location 
problem. 

In location problem, we can consider a set of local alternative decisions (i.e., 
DA's) for each location place. In this case, compatibility may be based on 
resource constraints, and on the regions of "service" . Similar practical prob
lem has been examined to locate medical hospitals in a region. Close problem 
is described in ([104]' p. 320). Practical significance of multicriteria loca
tion/assignment problems is increasing ([99], [276], [516], etc .). Let us consider 
a formulation for a specific location/assignment problem. 

Let H = {I, ... , i, .. , n} be a finite set of elements under location/assignment 
(facility, people, etc.). We are given a set of places Q = {I, ... , i, .. , m} for 
potential location/assignment of above-mentioned elements (H). In addition, 
we take into account the following possible information: 

(1) weighted relationships on Q (e.g., closeness); 
(2) relationships on H; 
(3) correspondence between elements of Hand Q (weights, vector estimates, 

preference relations, restrictions, etc.); and 
(4) information for some assignment sub decisions of two kinds: 

(a) correspondence between a composite element (as a subset of H that are 
assigned to an element of Q) and places Q; the following data may be applied: 
weights, vector estimates, preference relations, restrictions, rules, etc .; 

(b) correspondence between assignment subdecisions, for example, pairs 
as follows: i l E H is assigned to il E Q and i2 E H is assigned to i2 E Q; the 
following data may be applied: weights, vector estimates, preference relations, 
restrictions, rules, etc. 

In the case, when several elements of H are assigned to the only one place, 
we can build an additional aggregate element of H with all corresponding at
tributes. 

Thus the problem is: 

Locate elements of H to places Q while taking into account additional infor
mation (relations, preferences, rules, etc.). 

Clearly, the problem may be considered as a satisfaction or optimization 
one. Quality of assignment decisions can be formulated as integrated goodness 
of local decisions (on the basis of estimates, preference relation, etc.) subject 
to restrictions, rules, etc. 

Many versions of this problem are examined in combinatorial optimization. 
Recently, approaches of artificial intelligence are applied too . The case ofuncer-
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tainty (ordinal scales, probabilistic or fuzzy estimates, etc.) is very important 
too. 

Now let us consider an example, in that we use our morphological approach 
to assignment of offices (i .e., places and corresponding morphological classes of 
potential personnel). Note that close problems are examined in ([276], [326]) . 

Also, it is reasonable to point out the book [190] that describes very inter-
esting problems as follows: 

(a) the stable marriage problem, 
(b) the resident/hospital problem; and 
(c) the stable roommates problem. 
The book [253] describes the stable marriage problem and its relation to 

many combinatorial problems. The above-mentioned problems are not opti
mization ones: given a group of people, where every person has a preference 
list of others. The problems are: 

Find all sets of so called 'stable' matchings, i. e., partitions of these people 
into pairs such that each person prefers to have his or her partner. 

There are optimization versions of this problem too. 

7.2.1 Preliminary Information 

In our example, the following main concepts are examined: (1) research projects; 
(2) personnel; (3) offices; and (4) relationships of the concepts above. 

We consider four research projects as follows: 
(a) large project Rl (3 specialists and secretary); 
(b) project R2 (2 specialists); 
(c) project Ra (1 specialists); and 
(d) project R4 (1 specialists) . 
Also, one secretary participates at projects R1, R2 , and R4 • 

Structure of projects , a plan of offices (A, B, C, D , X, Y, Z) and their 
closeness (two levels: dot-and-dash lines correspond to weak closeness), and 
description of personnel are presented in Fig. 7.2, Fig. 7.3 and Table 7.2, 
respectively. 

Note that in Table 7.2 feasible assignment of lor 2 people to offices is shown 
in brackets [ .. . ]. 
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Secretary 
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T Leader P2 

~P9 
Researchers Secretary 

(b) 

Project R4: 
Researcher 

P6~ 
Secretary 

P9 

(d) 

Fig. 7.2. Structure of projects 

x y Z 
x y 

A B c D 

Fig. 7.3. Plan of offices and graph of their closeness 
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Table 7.2. Description of personnel 

Peo- Role Project Smo- Corresponding offices Friend-
pIe ke ship 

PI Leader of RI Yes A[l], B[l], C[I], D[I] P2, P3 
large project 

P2 Leader of R2 No A[I], B[I], C[l], D[I] PI 
project 

P3 Manager of Rl Yes A[2], B[2], C[2], D[2], PI, P5 
large project Xli], Y[I], Z[I] Ps 

P4 Researcher Rl , R3 No A[2], B[2], C[2], D[2], P6 

X[l], Y[I], Z[I] 
P5 Researcher R2 Yes A[2], B[2], C[2], D[2] P3, Ps 
P6 Researcher Rl , R4 No A[2], B[2], C[2], D[2], P4 

X[I], Y[1], Z[I] 
P7 Researcher RI , R2 Yes A[2], B[2], C[2], D[2] P5, Pg 

Ps Secretary Rl Yes A[2], B[2], C[2], D[2], P3, P5 
X[2], Y[2], Z[2] 

Pg Secretary All Yes A[2], B[2], C[2], D[2], P7 
X[2J, Y[2], Z[2] 

In addition , we consider the following rules: 
Rule 7.2.1. The leader of project has to be close to all members of the 

group (researchers, manager, secretary). 
Rule 7.2.2. The leader of project has to be located in a large office (single). 
Rule 7.2.3. The manager of project has to be close to the leader of the 

group, and secretary. 
Rule 7.2.4. The manager of project can be located in a small office (single) 

or in a large office (twin). 
Rule 7.2.5. The researcher, who conducts and manages his/her research 

project, can be located in a small office (single) or in a large office (twin). 
Rule 7.2.6. People of the same project have to be located in the same office 

or in close offices. 
Rule 7.2.7. Secretary can be located in a large office (twin) or a small office 

(twin). 
Rule 7.2.8. Smoking and non-smoking people can not be located in the 

same office. 
Rule 7.2.9. Friends have to be located in the same office or in close offices. 
In particular, these rules were taken into account to specify a correspondence 

of people to offices (Table 7.2). 
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7.2.2 Composite Decision 

First, let us consider complementability of people, who can be located to a twin 
office. Table 7.3 contains the following vector estimate and a resultant ordinal 
estimate: 

1. Vector estimate consists of the following binary elements: 
(1) smoking (1 corresponds to the same smoke/non-smoke, and 0 other

wise); 
(2) joint work (1 corresponds to a joint project , and 0 otherwise); 
(3) friendship (1 corresponds to friendship, and 0 otherwise). 

2. The following scale is used for the resultant complement ability estimate: 
[0, 1,2], where 0 corresponds to incompatibility, 1 corresponds to compatibility, 
2 corresponds to good compatibility. 

Table 7.3. Complementability 

P4 I Ps I Ps I P7 I P8 I P9 
Pa (010)/0 (101)/1 (010)/0 (110)/1 (111)/2 (100)/1 
P4 (000)/0 (111)/2 (010)/0 (010)/0 (010)/0 
Ps (000)/0 (111)/2 (100)/1 (110)/1 
P6 (010)/0 (010)/0 (010)/0 
P7 (110)/1 (111)/2 
P8 (110)/1 

As a results, we get the following good aggregate pair DA's: 
P38 = P3&P8, P46 = P4 &PS , P79 = P7&P9, PS7 = PS&P7. 
Note that here it is possible to apply the special model: profit clique with 

taking into account complementability of selected elements (see chapter 2). 
We consider special estimates of two kinds to describe relationship between 

personnel and offices: (1) correspondence of personnel to offices; and (2) com
patibility of local decisions . 

Local decisions consist in assignment of the person to an office. In each 
case above, we can examine the following stages: (a) verbal description and 
rules; (b) multicriteria assessment ; and (c) resultant ordinal estimates. Our 
resultant structure of composite decision is presented in Fig. 7.4. We assume 
that ordinal estimates of the correspondence of personnel to offices is based 
on expert judgement (while taking into account above-mentioned rules, and 
personal preferences). 

Table 7.4 presents two relationships between people on the basis of Fig. 7.2 
and Table 7.2 as follows: joint project (p), and friendship (f). 
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S=A*B*C*D*X*Y*Z 
S=k*~*~*~*~*~*~= 

(P3&PS ) * PI * P2 * (P7&P9 ) * Ps * P6 * P4 

A 
Al = PI (I) 
A2 = P2(1) 
A3 = P3&Ps(2) 
A4 = P4&P6(2) 
As = P7&Pg(l) 
A6 = P5&P7(1) 

B 
BI = P1(1) 
B2 = P2(1) 
B3 = P3&Ps(3) 
B4 = P4&P6 (3) 
Bs = P7&Pg(2) 
B6 = P5&P7 (2) 

x Y Z 
Xl = P3(2) YI = P3(1) 
X2 = P4(1) Y2 = P4(2) 
X3 = P6 (1) Y3 = P6(2) 
X3 = Ps(l) 

Zl = P3(2) 
Z2 = P4(1) 
Z3 = P6(1) 

C 
C1 = P1(1) 
C2 = P2(1) 
C3 = P3&Ps(3) 
C4 = P4&P6(3) 
Cs = P7&Pg(2) 
C6 = Ps&P7(2) 

D 
Dl = P I (1) 
D2 = P2(1) 
D3 = P3&Ps(2) 
D4 = P4&P6 (2) 
Ds = P7&Pg (l) 
D6 = P5&P7(1) 

Fig. 7.4. Structure of composite decision 

Tables 7.5,7.6,7.7,7.8,7.9, and 7.10 contain compatibility of local decisions . 
We use the following estimates: 

1. Vector estimate consisting of two components as follows: 
(1) fulfillment of rules for joint projects: 

(i) the variable equals 2 if there exists the fulfillment of rules 7.2.1, 7.2.3, 
and 7.2 .6; 

(ii) the variable equals 1 if there exists the weak fulfillment of rules 7.2.1, 
7.2.3, and 7.2.6; and 

(iii) the variable is denoted by b. otherwise (incompatibility, prohibition); 
(2) fulfillment of rules for friendship: 

(i) the variable equals 2 if there exists the fulfillment of rules 7.2.9; 
(ii) the variable equals 1 if there exists the weak fulfillment of rules 7.2.9; 

and 
(iii) 0 otherwise. 
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2. Resultant ordinal estimate: 
(i) the best compatibility: 

(a) 5 (vector estimate equals (4,4) or (8,0)) or 
(b) 0 (independence of DA's); 

(ii) quasi best compatibility 4 (vector estimate equals (4,2»); 
(iii) good compatibility 3 (vector estimate equals (4,0) or (2,2)); 
(iv) satisfied compatibility 2 (vector estimate equals (1,1), (2,0)) (0,2), 

and (2,1»; and 
(v) bad compatibility 1 (vector estimate equals (0,1), (1,0); 
(vi) incompatibility or prohibition: 

(a) ° (vector estimate equals (0,0)); 
(b) f). (if the following component of the vector estimate is denoted by 

f).). 

Table 7.4. Two relationships 

P2T P31 P4T PsT P61 P71 PsT Pg 
PI f p,f P p p - p -
P2 - - P - P P -
P3 p p,f P - p,f -
P4 p p,f - p p 
P5 P f p,f -
P6 - P P 
P7 - p,f 
Ps -

Table 7.5. Compatibility 

BI 1 B2 1 B3 I B4 I Bs I B6 
Al /f). (0,2)/2 (4,2)/4 (4,0)/3 /0 (2,0)/2 
A2 (0,2)/2 /f). /0 /0 (4,0)/3 (4,0)/3 
A3 (4,2)/4 /0 /f). (8,0)/5 /0 (4,4)/5 
A4 (4,0)/3 /0 (8,0)/5 /f). (4,0)/3 (4,0)/3 
A5 /0 (4,0)/3 /0 (4,0)/3 /f). /f). 
A6 (2,0)/2 (4,0)/3 (4,4)/5 (4,0)/3 /f). /f). 
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Table 7.6. Compatibility 

Xl I X2 I X3 I X4 I Y1 I Y2 I Y3 
Al (2,2)/3 (2,0)/2 (2,0)/2 (2,0)/2 (2,2)/3 (2,0)/2 (2,0)/2 
A2 (0,2)/2 /0 /0 (2,0)/2 (0,2)/2 /0 /0 
A3 /f). (4,0)/3 (4,0)/3 (4,4)/8 /f). (4,0)/3 (4,0)/3 
A4 (4,0)/3 /f). /f). (4,0)/3 (4,0)/3 /f). /f). 
As /0 (2,0)/2 (2,0)/2 (0,2)/2 /0 (2,0)/2 (2,0)/2 
A6 (2,2)/3 (2,0)/2 (2,0)/2 /f). (2,2)/3 (2,0)/2 (2,0)/2 
BI (2,2)/3 (2,0)/2 (2,0)/2 (2,0)/2 (2,2)/3 (2,0)/2 (2,0)/2 
B2 (0,2)/2 /0 /0 (2,0)/2 (0,2)/2 /0 /0 
B3 /f). (4,0)/3 (4,0)/3 (4,4)/5 /f). (4,0)/3 (4,0)/3 
B4 (4,0)/3 /f). /f). (4,0)/3 (4,0)/3 /f). /f). 
Bs /0 (2,0)/2 (2,0)/2 (0,2)/2 /0 (2,0)/2 (2,0)/2 
B6 (2,2)/3 (2,0)/2 (2,0)/2 /f). (2,2)/3 (2,0)/2 (2,0)/2 
CI (1,1)/2 (1,0)/1 (1,0)/1 (1,0)/1 (2,2)/3 (2,0)/2 (2,0)/2 
C2 (0,1)/1 /0 /0 (1,0)/1 (0,2)/2 /0 /0 
C3 /f). (2,0)/2 (2,0)/2 (2,2)/4 /f). (4,0)/3 (4,0)/3 
C4 (2,0)/2 /f). /f). (2,0)/2 (4,0)/3 /f). /f). 
Cs /0 (1,0)/1 (1,0)/1 (0,2)/2 /0 (2,0)/2 (2,0)/2 
C6 (1,1)/2 (1,0)/1 (1,0)/1 /f). (2,2)/3 (2,0)/2 (2,0)/2 
DI (0,0)/0 (0,0)/0 (0,0)/0 (0,0)/0 (1,1)/2 (1,0)/1 (1,0)/1 
D2 (0,0)/0 /0 /0 (0,0)/0 (0,1)/1 /0 /0 
D3 /f). (0,0)/0 (0,0)/0 (0,0)/0 /f). (2,0)/2 (2,0)/2 
D4 (0,0)/0 /f). /f). (0,0)/0 (2,0)/2 /f). /f). 
Ds /0 (0,0)/0 (0,0)/0 /0 /0 (1,0)/1 (1,0)/1 
D6. (0,0)/0 (0,0)/0 (0 ,0)/0 /f). (1,1)/2 (1,0)/1 /f). 



www.manaraa.com

MORPHOLOGICAL META HEURISTICS 153 

Table 7.7. Compatibility 

C1 I C2 I Ca I C4 I Cs I C6 
Al /6 (0,1)/1 (2,1)/2 (2,0)/2 /0 (1,0)/1 
A2 (0,1)/1 /6 /0 /0 (2,0)/2 (2,0)/2 
Aa (2,1)/2 /0 /6 (4,0)/3 /0 (2,2)/3 
A4 (2,0)/2 /0 (4,0)/3 /6 (2,0)/2 (2,0)/2 
As /0 (2,0)/2 /0 (2,0)/2 /6 /6 
A6 (2,0)/2 (2,0)/2 (2,2)/3 (2,0)/2 /6 /6 
Bl /6 (0,2)/2 (4,2)/4 (4,0)/3 /0 (2,0)/2 
B2 (0,2)/2 /6 /0 /0 (4,0)/3 (4,0)/3 
Ba (4,2)/4 /0 /6 (8,0)/5 /0 (4,4)/5 
B4 (4,0)/3 /0 (8,0)/5 /6 (4,0)/3 (4,0)/3 
Bs /0 (4,0)/3 /0 (4,0)/3 /6 /6 
Bs (2,0)/2 (4,0)/3 (4,4)/5 (4,0)/3 /6 /6 

Table 7.8. Compatibility 

Dl I D2 I Da I D4 I Ds I D6 
Al /6 (0,0)/0 (0,0)/0 (0,0)/0 /0 (0,0)/0 
A2 (0,0)/0 /6 /<> /0 (0,0)/0 (0,0)/0 
Aa (0,0)/0 /<> /6 (0,0)/0 /<> (0,0)/0 
A4 (0,0)/0 /<> (0,0)/0 /6 (0,0)/0 (0,0)/0 
As /0 (0,0)/0 (0,0)/0 (0,0)/0 /6 /6 
As (0,0)/0 (0,0)/0 (0,0)/0 (0,0)/0 /6 /6 
Bl /6 (0,1)/1 (2 ,1)/2 (2,0)/2 /0 (1,0)/1 
B2 (0,1)/1 /6 /0 /0 (2,0)/2 (2,0)/2 
Ba (2,1)/2 /0 /6 (4,0)/3 /0 (2,2)/3 
B4 (2,0)/2 /<> (4,0)/3 /6 (2,0)/2 (2,0)/2 
Bs /0 (2,0)/2 /0 (2,0)/2 /6 /6 
Bs (2,0)/2 (2,0)/2 (2,2)/3 (2,0)/2 /6 /6 
C1 /6 (0,2)/2 (4,2)/4 (4,0)/3 /0 (2,0)/2 
C2 (0,2)/2 /6 /0 /0 (4,0)/3 (4,0)/3 
C3 (4,2)/4 /0 /6 (8,0)/5 /0 (4,4)/5 
C4 (4,0)/3 /0 (8,0)/5 /6 (4,0)/3 (4,0)/3 
Cs /0 (4,0)/3 /0 (4,0)/3 /6 /6 
Cs (2,0)/2 (4,0)/3 (4,4)/5 (4,0)/3 /6 /6 
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Table 7.9. Compatibility 

Zl I Z2 I Za 
Al (1,1)/2 (1,0)/1 (1 ,0)/1 
A2 (0,1)/1 /0 /0 
Aa /D. (2,0)/2 (2,0)/2 
A4 (2,0)/2 /D. /D. 
A5 /0 (1,0)/1 (1,0)/1 
A6 (1 , 1)/2 (1,0)/1 (1,0)/1 
BI (2,2)/3 (2,0)/2 (2,0)/2 
B2 (0,2)/2 /0 /0 
Ba /D. (4,0)/3 (4,0)/3 
B4 (4,0)/3 /D. /D. 
B5 /0 (2,0)/1 (2 ,0)/1 
B6 (2,2)/3 (2,0)/2 (2,0)/2 
CI (2,2)/3 (2,0)/2 (2,0)/2 
C2 (0,2)/2 /0 /0 
Ca /D. (4,0)/3 (4,0)/3 
C4 (4,0)/3 /D. /D. 
C5 /0 (2,0)/2 (2,0)/2 
C6 (2,2)/3 (2,0)/2 (2,0)/2 
DI (2,2)/3 (2,0)/2 (2,0)/2 
D2 (0,2)/2 /0 /0 
Da /D. (4,0)/3 (4,0)/3 
D4 (4,0)/3 /D. /D. 
D5 /0 (2,0)/2 (2,0)/2 
D6 (2,2)/3 (2,0)/2 (2,0)/2 

Table 7.10. Compatibility 

Y1 I Y2 I Ya I Zl I Z2 I Za 
Xl /D. (2,0)/2 (2,0)/2 /D. (1,0)/1 (1,0)/1 
X2 (2,0)/2 /D. (2,2)/3 (1,0)/1 /D. (1 ,1)/2 
Xa (2,0)/2 (2,2)/3 /D. (1,0)/1 (1,1)/2 /D. 
X4 (2,2)/3 (2,0)/2 (2,0)/2 (1,1)/2 (1,0)/1 (1 ,0)/1 
YI /D. (2,0)/2 (2,0)/2 
Y2 (2,0)/2 /D. (2 ,2)/3 
Ya (2,0)/2 (2,2)/3 /D. 

As a results, we consider the following composite decision (Fig. 7.5) : 
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S' = A3 * BI * C2 * Ds * X 4 * Y3 * Z2 = 
(P3&PS) * PI * P2 * (P7&P9 ) * Ps * P6 * P4 , 

where N(S') = (2; 5,2). 

X 4 : Y3 : Z2 : 

Ps P6 P4 

A3 : BI : C2 : Ds: 

P3&PS PI P2 P7&P9 

Fig. 7.5. Illustration for composite decision 

7.3 TRAVELING SALESMAN PROBLEM 

7.3.1 Formulation 

The traveling salesman problem (TSP) is well-known one ([24], [281]' [379], 
[413], etc.). This combinatorial model is used in many application domains 
(scheduling of manufacturing and computer systems, transportation systems, 
network design, etc.) . The basic formulation in the plane is the following. Let 
A = {aI , ... ,an } be a given set of points/vertices (e.g., cities) . Here for each 
pair of points i, j E A we consider an arc with a nonnegative weight Ci,j . Let V 
be a set of the arcs. A weight of the arc (i, j) corresponds to distance between 
cities i, j (e.g., a direct travel time, etc.). The problem is: 

Find a Hamiltonian circuit (tour) / path, that visits each vertex (city) 
exactly once and takes the least total weight (e.g., travel time.) 

We introduce binary variables Xi j = 1 if j immediately follows i on the path, 
Xij = 0 otherwise. Thus we get the following: 

mm L CijXij 

( i,j)EV 
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s .t . L Xi = 1 Vj E A 
{i : (i,j)EV} 

L Xi = 1 Vi E A 
{j: (i,j)EV} 

L Xij ~ 1, VB C A, 2 ~ IBI ~ IIAI- 2. 
{(i,j)EV : iEB, jEA\B} 

Other formulations of TSP may be based, for example, on the following ([281], 
etc.): 

(a) specific digraphs instead of the plane; 
(b) various metrics/proximity; 
(c) approaches to compute a total path weight; and 
(d) vector weights of arcs; etc. 
Partitioning solving schemes are often used for TSP ([239], [281]' [413], [469], 

[518], etc .). In this case, solving schemes are called cluster first-route second 
[53] . 

7.3.2 Scheme of Heuristic 

Clearly, we can examine a set of subgraphs {d} as a result of partitioning 
(clustering) an initial graph G into parts. Let us consider the following local 
problem of generating alternative local decisions for d. 

First we reveal a convex envelope of vertices in G' and construct the best 
Hamiltonian paths for each pair of vertices of the envelope. Thus we get DA 's 
for d. 

Secondly we use our approach for all levels of our decomposition . Note that 
centers of subgraphs as G' of lower levels are often used as an aggregated vertex 
at the corresponding higher level. If the number of vertices in each d is limited 
by p, we have about O(p!) operations to construct each Hamiltonian path (at 
the bottom hierarchical level), and O(p(p - 1)/2) Hamiltonian paths. 

Thirdly note that composition of a composite Hamiltonian path (circuit) for 
a higher hierarchical level of decomposition on the basis of paths of correspond
ing lower hierarchical levels (,sons') may be based on the following problems 
(with chain-like compatibility structure) : 

(i) 'shortest' (e.g., set-to-set) path problem; and 
(ii) morphological clique problem. 
Now we list basic problems as follows: 
Problem 1 (PI). Partitioning of a graph into subgraphs (clustering of the 

graph vertices with taking into account distances/proximity between them). 
Problem 2 (P2). Construction of a convex envelope for vertices of a sub

graph . 
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Fig. 7.6. Scheme of morphological heuristic 

Problem 3 (P3). Building of Hamiltonian path (local decision for the sub
graph) for a vertex pair (start/end points) of the vertex set of the convex 
envelope. Note that here it is reasonable to take into account location of the 
subgraph at graph because, in some cases, we can get the vertex pair for only 
one/two sides of graph. 

Problem 4 (P4). Computation and analysis of compatibility between local 
paths. 
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Problem 5 (P 5). Composing of a composite Hamiltonian path( s) (composing 
of local paths into a composite path) for a composite graph (shortest path 
problem or morphological clique problem). 

Problem 6 (P6) . Composing of a composite Hamiltonian circuit (composing 
of local paths into a composite path) for a composite graph (shortest path 
problem and selection of the best path or morphological clique problem). 

A scheme of morphological cascade-like heuristic for 3-level hierarchy is pre
sented in Fig. 7.6, where e~l is part I (I = 1, ... , k.) of e~ (e = 1, ... , m). 

(a) angle (b) border 

(c) between 

Fig. 7.7. Situations for coordination 

7.3.3 Coordination of Hierarchical Levels 

Here we consider evident situations to coordinate paths at different hierarchical 
levels. The following two hierarchical levels are assumed: (i) high level; and (ii) 
low level. For example, graph e may be examined as high level, its parts {CD 
correspond to low level, and so on. 

Trivially, a Hamiltonian path (circuit) at high level defines basic directions 
of paths at low level. As a result, we can get several typical situations as 
follows: angle, border, between. Fig. 7.7 illustrates the situations (indicated 
vertices belong to a convex envelope) of a vertex cluster. Thus a Hamiltonian 
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path (circuit) at high level is realized on the basis of paths, which interconnect 
an input vertex and an output vertex at (low level) . In fact, the problem is: 
to divide vertices of the convel: envelope into input and output ones, and to 
build corresponding paths. Note, building of pa~hs is close to or the same as 
set-to-set shortest path problem. 

7.3.4 Numerical Example 

Now let us consider a numerical example ofTSP in the plan for an initial graph 
C (Table 7.12, and Fig. 7.8). Note our example is close to the example of Karp 
[240]. Fig. 7.9 presents two-level partitioning of C. 

At each stage of our morphological heuristic, we examine several local deci
sions as Hamiltonian paths (DA's) . Evidently that at the last stage, it is nec
essary to consider Hamiltonian circuit for G. Basic Hamiltonian paths (DA's) 
for G~ , G~, C;, and G~ are depicted in Fig. 7.10, Fig. 7.11, Fig. 7.12, and Fig. 
7.13, respectively. 

Fig. 7.14 contains Hamiltonian paths (DA's) for G~I' G~2' G~3' C~4' G~5; 
Fig. 7.15 contains Hamiltonian paths (DA 's) for G~I' G;2, G~3; Fig. 7.16 con
tains Hamiltonian paths (DA's) for G;I' C;2' G~3' C;4; and Fig. 7.17 contains 
Hamiltonian paths (DA's) for G~I' G~2' G~3' G~4 ' Lengths of elementary paths 
are presented in Table 7.13. Tables 7.14, 7.15, and 7.16 demonstrate proximity 
of paths for G~ as an example (chain-like compatibility). Clearly, that for more 
complicated situations (e.g., ordinal scales, multiattribute estimates, and ba
sic morphological clique problem), the tables are very important. Here we use 
symbol 0 to point out the case when DA's are not connected in corresponding 
composite DA's at the higher hierarchical level. In our example, we take into 
account proximity between paths at the stage of computing of paths for the 
2nd hierarchical level. Tables 7.17, 7.18, and 7.19 contain paths for the 2nd 
level of hierarchy. 
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Table 7.12. Vertex coordinates of graph G 

No. x y No. x y 

1 01.00 88.00 21 65.00 68.00 
2 09.00 88.00 22 65 .00 58.00 
3 01.00 78.00 23 42.00 45.00 
4 09.00 78 .00 24 42 .00 35.00 
5 35.00 88 .00 25 10.00 37.00 
6 45.00 88.00 26 05.00 30.00 
7 40.00 78.00 27 10.00 23.00 
8 25.00 79.00 28 25 .00 35 .00 
9 25.00 71.00 29 25.00 25.00 

10 10.00 65.00 30 35.00 15.00 
11 10.00 55.00 31 50.00 15.00 
12 44.00 64 .00 32 67.00 40.00 
13 36.00 56.00 33 67 .00 30 .00 
14 73.00 90.00 34 98 .00 47.00 
15 65 .00 85.00 35 89 .00 43 .00 
16 73 .00 80.00 36 98 .00 39.00 
17 90 .00 84.00 37 66 .00 19.00 
18 100.00 84.00 38 74.00 11.00 
19 90 .00 70.00 39 95.00 25.00 
20 100.00 70.00 40 95.00 15.00 
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Y 
-14 -I -2 -5 -6 

15 - -17 -18 

-3 -4 -8 
- 7 

-16 

-9 -19 -20 -21 
-10 -12 

-13 -22 
-11 

-23 -34 
-35 

- 32 -36 -25 -28 -24 26 
- - 33 

-27 -29 -39 

-37 
-30 -31 -40 

-38 
x 

Fig. 7.8. Example for TSP (initial graph G) 
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C' C; 1 • • • • • 
OC~l OC~2 

• OC;l • • 
• • • • • OC~2 OC~3 
• • • • 

• • OC;3 
OC~4 OC~5 • 
• • 

C; C~ • • 
OC~2 • 

OC;l • • • 
OC~l • • 

• OC32 OC;3 • 
• • • 

• OC~4 

• °C' • OC~3 • 
34 • 

Fig. 7.9. Two-level partitioning of C 
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Convex envelope Path at{GD 

G~2 ~OGI' 
OG~3 G~3 

G~4 G~5 G~4 G~5 

Path a~(GD Path aA(GD 

\GI' 

G~2 ~ G~2 

G~5 

\ GI, 
G~5 

G~4 

Fig. 7.10. Basic Hamiltonian paths for G~ 
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Convex envelope 

Path a~(C2) 

C21 

Path af(C2) 

DC' 
23 

Path a~(C2) 

Fig. 7.11. Basic Hamiltonian paths for C2 
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Convex envelope Path a~(G~) 

Path a~(G~) Path a~(G~) 

Fig. 7.12. Basic Hamiltonian paths for G~ 
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Convex envelope Path a1(G~) 

Path a~(G~) Path a~(G~) 

Fig. 7.13. Basic Hamiltonian paths for G~ 

all 
I G~I all 

2 aF G~2 a~2 c: I n 7 I \ I I 
- - - - - - - - - - - - - -

all 
3 al2 

N I V I 
I I 

a l3 
I G~3 al 4 G~4 a l5 

I G~5 

I I / 
Fig. 7.14. Basic Hamiltonian paths for components of G~ 
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a 21 G;l a 21 a 22 G;2 a 22 
1 

I 
2 1 

I 
2 

~ ~ ] n I I 
- - - I - - - - --

a 22 a 23 G;3 
a~l 

3 1 

I Z I < I 

Fig. 7.15. Basic Hamiltonian paths for components of G~ 

a 32 G~2 a 32 
ar l G~l O!r3 G~3 I 2 

< 
I 1 I I I 

- - - I - - -
a52 ar4 GS4 

~ 
I 

• • 
I 

Fig. 7.16. Basic Hamiltonian paths for components of Gs 
0!42 G~2 a~2 

ail G~I ai4 G~4 
I I 

~ ~ I I I 
- - - I - - -

a~2 
a 43 G~3 

I 

< I 
~ I 

Fig. 7.17. Basic Hamiltonian paths for components of G~ 
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Table 7.13. Lengths of basic elementary paths 

No. Path Length No. Parth Length 

1 ap 26.00 15 a~2 37.20 
2 all 

2 28 .00 16 a 23 
1 10.00 

3 a~l 32.80 17 a~l 10.00 
4 aF 21.90 18 a~2 17.20 
5 aF 21.90 19 a 32 

2 22.60 
6 a~2 23.80 20 a 32 

3 22.60 

7 a l3 
1 08.00 21 a 33 

1 10.00 

8 a 14 
1 10.00 22 a 34 

1 15.00 

9 a l5 
1 13.70 23 a 41 

1 10.00 

10 a 2l 
1 16.93 24 a 42 

1 16.81 

11 a 2l 
2 16.93 25 a 42 

2 16.81 
12 a 2l 

3 17.86 26 a 42 
3 17.62 

13 a 22 
1 34.00 27 ai3 11.30 

14 a 22 
2 38.00 28 a 44 

1 10.00 

Table 7.14 . Proximity of paths for at (G/d 

aF I a~2 I a~2 I at3 I al 4 I al5 

all 
1 0 0 0 23.16 13.10 0 

all 
2 0 0 0 17.50 15.82 0 

a~l 0 0 0 23.60 15.82 0 
a 12 

1 13.80 0 0 
a 12 

2 15.00 0 0 
a~2 13.80 0 0 

al 3 0 0 
a 14 

1 26.00 
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Table 7.15. Proximity of paths for O'~ (CD 

O'F I 0'~2 I 0'!2 I 0'~3 l 0'~4 I 0'~5 
0'11 

1 0 0 0 18.32 13.10 0 
0'11 

2 0 0 0 17.50 15.82 0 
0'11 

3 0 0 0 18.32 15.82 0 
0'12 

1 0 0 14.60 
0'~2 0 0 14.60 
0'!2 0 0 25.60 
0'~3 0 19.70 
0'14 

1 0 

Table 7.16. Proximity of paths for O'~ (C~) 

0'~2 I 0'~2 I 0'!2 I 0' ~ 3 l 0'~41 0'~5 
O'p 0 0 0 23.16 13.10 0 
O'~ 1 0 0 0 17.50 15.82 0 
0'!1 0 0 0 23.16 15.82 0 

O'F 15.00 0 14.60 
0'12 

2 20.40 0 14.60 
0'!2 13.80 0 24.00 

O'i 3 0 0 
0' 14 

1 0 
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Table 7.17. Paths for the 2nd level of hierarchy (G~) 

Structure Vertex route Length 

,B1(01) = of * ot3 * of * ot4 * ot5 7,6,5,8,9,2,1,3,4,10,11,13,12 155.56 
,B2(01) = 0~2 * ot3 * of * ot4 * otS 6,5,7,8,9,2,1,3,4,10,11,13,12 156.76 
,B3(0t) = 0!2 * ot3 * of * ot4 * ot5 6,7,5,8,9,2,1,3,4,10,11,13,12 157.56 
,B4(0t) = of * ot3 * 0~1 * 0}4 * ot5 7,6,5,8,9,4,2,1,3,10,11,13,12 140.00 
,Bs( oD = 0~2 * ot3 * 0~1 * ot4 * ot5 6,5,7,8,9,4,2,1,3,10,11,13,12 143.20 
,Bs(oD = 0§2 * ot3 * 0~1 * ot4 * ot5 6,7,5,8,9,4,2,1,3,10,11,13,12 143.90 
,B7(oD = ot2 * 0~3 * 0§1 * ot4 * op 7,6,5,8,9,2,4,1,3,10,11,13,12 155.18 
,Bs(ot) = 0~2 * ot3 * 0!1 * ot4 * otS 6,5,7,8,9,2,4,1,3,10,11,13,12 156.38 
,Bg(oD = 0§2 * ot3 * 0§1 * ot4 * otS 6,7,5,8,9,2,4,1,3,10,11,13,12 157.08 

,B1(0~) = of * op * op * of * ot4 7,6,5,12,13,9,8,2,1,3,4,10,11 156.32 

,B2(oD = of * ot5 * ot3 * ott * ot4 6,5,7,12,13,9,8,2,1,3,4,10,11 145.12 

,B3(0~) = 0!2 * ot5 * ot3 * ott * ot4 6,7,5,12,13,9,8,2,1,3,4,10,11 158.22 

,B4(oD = of * op * ot3 * 0~1 * ot4 7,6,5,12,13,9,8,4,2,1,3,10,11 160.22 
,B5(0~) = of * op * ol3 * 0~1 * ol4 6,5,7,12,13,9,8,4,2,1,3,10,11 149.02 
,B6(0~) = of * ol5 * ol3 * 0~1 * Ol4 6,7,5,12,13,9,8,4,2,1,3,10,11 162.12 

,B7(oD = of * ol5 * 013 * 0!1 * ol4 7,6,5,12,13,9,8,2,4,1,3,10,11 165.84 
,Bs(oD = of * op * ol3 * 0!1 * ol4 6,5,7,12,13,9,8,2,4,1,3,10,11 154.64 
,B9(oD = oj2 * Ol5 * a13 * ajl * a1 4 6,7,5,12,13,9,8,2,4,1,3,10,11 170.74 
,B1(a§) = atS * at2 * at3 * op * ot4 13,12,7,6,5,8,9,2,1,3,4,10,11 143.72 

,B2(aj) = als * a~2 * a13 * ap * 01 4 13,12,7,5,6,8,9,2,1,3,4,10,11 149.84 

,B3(aj) = otS * a!2 * at3 * op * a14 13,12,6,7,5,8,9,2,1,3,4,10,11 155.56 

,B4(aj) = ois * at2 * a13 * O~I * 014 13, 12,7,6,5,8,9,4,2,1,3,10,11 143.32 

,Bs(a§) = atS * a~2 * at3 * a~1 * a14 13,12,7,5,6,8,9,4,2,1,3,10,11 149.44 
,B (a l ) - olS * a l2 * a l3 * 011 * a 14 63- I 3 1 2 I 13,12,6,7,5,8,9,4,2,1,3,10,11 154.62 

,B (a1) - a lS * a 12 * a l3 * 011 * a 14 73- 1 1 1 3 1 13,12,7,6,5,8,9,2,4,1,3,10,11 153.78 

/3 (01) - a 15 * a 12 * 0 13 * oil * 0 14 s 3- 1 2 I 3 I 13,12,7,5,6,8,9,2,4,1,3,10,11 159.90 

,Bg( oj) = a15 * aF * 013 * o§ I * 014 13,12,7,5,6,8,9,2,4,1,3,10,11 161.70 



www.manaraa.com

MORPHOLOGICAL METAHEURISTICS 171 

Table 7.18. Paths for the 2nd level of hierarchy (G~) 

Structure Vertex route Length 

,81 (an = a~l * a~2 * a~3 15,14,16,17,18, 20,19,21,22 103.48 
,82 ( an = af1 * a~2 * a~3 15,14,16,19,17,18,20,21,22 119.73 
,83 ( an = a~l * a~2 * a~3 15,14,16,17,18,19,20,21,22 165.23 
,84(an = a~l * a~2 * a?3 15,16,14,17,18,19,20,21,22 114.13 
,85(an = a~l * a~2 * af3 15,16,14,19,17,18,20,21,22 128.33 
,8G( an = a~l * a~2 * a~3 15,16,14, 17,18,19,20,21,22 117.33 
,87(aD = ar * a?2 * a~3 14,15,16,17,18,19,20,21,22 114.41 
,8B( an = a~l * a~2 * a~3 14,15,16,19,17,18,20,21,22 120.66 
,8g( an = ar * a~2 * af3 14,15,16,17,18,19,20,21,22 117.61 
,81 (a~) = a~l * af3 * a?2 15,14,16,21,22,17,18,20,19 110.98 
,82(a~) = af1 * a~3 * a~2 15,14,16,21,22,19,17,18,20 107.35 
,83 ( a~) == a?l * af3 * a~2 15,14,16,21,22,17,18,19,20 114.18 
,84(a~) == a~l * af3 * aF 14,16,15,21,22,17,18,20,19 113.18 
,85(a~) == a~l * a?3 * a~2 14,16,15,21,22,19,17,18,20 109.55 
,86 ( a~) = a~l * a?3 * a~2 14, 16,15,21,22,17,18,19,20 116.33 
,87 ( a~) = a~l * a~3 * aF 14,15,16,21,22,17,18,20,19 111.91 
,8B( a~) = ar * a?3 * a~2 14,15,16,21,22,19,17,18,20 108.30 
,8g( a~) = a~l * a~3 * a~2 14, 15,16,21,22,17,18,19,20 115.11 
,81 (a~) = a?3 * af1 * af2 22,21,15,14,16,17,18,20,19 095.38 
,82(a~) = a?3 * a~l * af2 22 , 21,15,16,14,17,18,20,19 096.03 
,83 ( a~) = a?3 * a~l * af2 22,21,16,15,14,17,18,20,19 094.76 
,84(a~) == a?3 * a?l * a~2 22 ,21 , 15,14,16,19,17,18,20 101.63 
,85(a~) == a?3 * a~l * a~2 22,21,15,16,14,19,17,18,20 108.13 
,86 ( a~) = a~3 * a~l * a~2 22,21,16,15,14,19,17,18,20 106.86 
,87 ( a~) == af3 * af1 * a~2 22,21,15,14,16,17,18,19,20 098.58 
,8B( a~) = af3 * a~l * a~2 22 , 21,14,16 , 15,17,18,19,20 102.53 
,8g (a~) = af3 * ar * a~2 22,21,14,15 , 16,17,18,19,20 105.91 
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Table 7.19. Paths for the 2nd level of hierarchy (G~, G~) 

Structure Vertex route Length 

.BI (Ct~) = Ct~1 * Ct~4 * Ct~3 * Ct~2 23,24,31,30,29,28,27,26,25 127.17 

.B2( Ct~) = Ct~1 * Ct~4 * Ct~3 * Ct~2 23,24,31,30,29,28,27,25,26 132.57 

.B3( Ct~) = Ct~1 * Ct~4 * Ct~3 * Ct~2 23,24,31,30,29,28,26,27,25 133.37 

.B4(Ct~) = Ct~4 * Ct~2 * Ct~3 * Ct~1 31,30,27,26,25,28,29,24,23 113.20 

.B5 (Ct~) = Ct~4 * Ct~2 * Ct~3 * Ct~1 31,30,27,25,26,28,29,24,23 124.10 

.B6 (Ct~) = Ctr * Ct~2 * Ct~3 * Ct~1 31,30,26,27,25,28,29,24,23 126.20 

.B7( Ct~) = Ct~4 * Ct~1 * Ct~3 * Ct~2 31,30,24,23,28,29,27,26,25 115.97 

.Bs( Ct~) = Ct~4 * Ct~1 * Ct~3 * Ct~2 31,30,24,23,28,29,27,25,26 121.37 

.Bg(Ct~) = Ct~4 * Ct~1 * Ct~3 * Ct~2 31,30,24,23,28,29,25,27,26 125.47 

.B (Ct4) - Ct41 * Ct42 * Ct44 * Ct43 11- I I I I 32,33,35,34,36,39,40,38,37 109.41 

.B2(Cti) = Ctt l * Ct~2 * Ctt4 * Ctt3 32,33,34,36,35,39,40,38,37 123.91 

.B3(Ctt) = Ctt l * Ctj2 * Ctt4 * Ctt3 32,33,34,35,36,39,40,38,37 120.02 

.B4( Ct~) = Ctt2 * Ctt4 * Ctt3 * Ctil 35,34,36,39,40,38,37,33,32 094.81 

.B5( Ct~) = Ct~2 * Cti4 * Cti3 * Ctil 34,36,35,39,40,38,37,33,32 099.51 

.B6(Ct~) = Ctj2 * Cti4 * Cti3 * Ctil 34,35,36,39,40,38,37,33,32 095.62 

.B7(Ctj) = Ctt2 * Ctt4 * Ctil * Cti3 35,34,36,39,40, 32,33,38,37 120.41 

.Bs(Ctj) = Ct~2 * Ct14 * Ctt l * Ct13 34,36,35,39,40,32,33,38,37 125.11 

.Bg( Ctj) = Ctj2 * Ct14 * Ctt l * Ctt3 34,35,36,39,40,32,33,38,37 121.21 

Mainly, we examine the only one way for each elementary path. Evidently, 
we can select the best path while taking into account their length, and start 
and end points, for example: 

.B5(Ctl) >- .B2(Ctl) >- .B3(CtD; and .B4(Ctl) >- .BI (Ctl) . 
Thus we select the following nondominated composite paths (the 2nd level): 

(a) G~ : .B4(Ctl), points: 7,12; .B5(Ctl), points: 6, 12; .Bl(Ct~), points: 7,11; 
.B2(CtD, points: 6,11; .B4(Ct!), points: 13,11; 

(b) G~: .B4(CtD, points: 15,22; .B7(CtD, points: 14, 22; .Bl(Ct~), points: 
15, 19; .B2(Ct~), points: 15, 20; .B7(Ct~), points: 14,19; .Bs(Ctn, points: 15,20; 
.B3(Ct~), points: 22, 19; .B7(Ct~), points: 22,20; 

(c) G~: .Bl(Ct~), points: 23, 25 ; .B2(Ct~), points: 23, 26; .B4(Ct~), points: 
31,23; .B7(Ct~), points: 31,25; .Bs(Ct~), points: 31,26; and 

(d) G~ : .Bl(Ct1), points: 32,37; .B4(CtD, points: 35, 32; .B6(Ct~), points: 
34,32; .Bg(Ctj), points: 34,37. 
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G 
II =< .B5(aD,.B3(a~),.B6(a~)'/h(a~) >,< 6,25 > 
,2 =< .Bs(aD, .B3(a~), .B6(a~), .B8(a~) >, < 6,26 > 
13 =< .Bs(aD, .B3(a~), ,86(a~), .B2{af) >, < 6,23 > 
14 =< .B4(aD, .B7(aD,.B6(a~),,87(a~) >, < 7,25 > 
's =< .B4(aD,.BI(a~),.B6(ai),.B8{a~) >,< 7,26 > 
,6 =< .B4(aD,.BI(an,.B6(ai),.B4(a~) >, < 7,23 > 
,7 =< .B4( a~), ,83 ( a~), ,86(ai), .B7( a~) >, < 13,25 > 
18 =< .B4( a~), .B3(a~), .B6(a~),,81 (af) >, < 13,26 > 
19 =< .B4(a~), .B3(a~), .B6(a~), .B4(a~) >, < 13,23 > 

G~ G~ G~ 
.B4(al), < 7, 12 > .B1 (aD, < 15,22 > ,81 (a1), < 32,37> JJ1 (a~), < 23,25 > 
.Bs(al), < 6, 12 > 
.BI(a~), < 7, 11 > 
.B2(aD, < 6, 11 > 
.B4(a~), < 13,11 > 

G~l ap 
a~l 

a~l 

.B7(a?), < 14,22 > 

.B1 (a~), < 15, 19 > 
JJ2(aD, < 15,20 > 
JJ7{an, < 14,19 > 
JJs(aD, < 15,20 > 
JJ3( a~), < 22, 19 > 
.B7( a~), < 22,20 > 

JJ4(a~), < 35,37 > 
JJ6(a~), < 34,32 > 
JJ9(a~), < 34,37 > 

G~2 G~3 G~l 
aF ai3 ail 
a~2 

a~2 

Fig. 7.18. Structure of composite decision 

JJ2(a~), < 23,26 > 
JJ4(a~), < 31,23 > 
JJ7( a~), < 31,25 > 
JJs(a~), < 31,26 > 
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Clearly, building of the paths (the second level of hierarchy) corresponds 
to a well-known set-to-set shortest path problem that is polynomial one. We 
have considered all steps to demonstrate solving scheme for more complicated 
situations above (e.g., ordinal scales, vector estimates) . 

Fig. 7.18 depicts a hierarchical structure of our composite decision (start 
and end points of paths at the higher hierarchical level are pointed out too). 

In the example, a simple Hamiltonian circuit of the higher level can be 
examined as follows: G~, G~, G~, andG~ . Here we use set-to-set shortest path 
problem also: 

(i) start points: 6, 7, 13; and 
(ii) end points: 25, 26, 23. 
As a result, the following 9 best paths are built: 
(1) < 6,25 >: 1'1 =< ,8s(aD, ,83(a~), ,86(a~), ,87(ag) > (522.85); 
(2) < 6,26 >: 1'2 =< ,8s(aD, ,83( a~),/~6( a~), ,8s( ag) > (528.25); 
(3) < 6, 23 >: 1'3 =< ,8s(aD, ,83(a~), ,86(a~), ,82(a~) > (520.08) ; 
(4) < 7, 25 >: 1'4 =< ,84(aD, ,87(a~), ,86(a~) , ,87(ag) > (525.25); 
(5) < 7,26 >: 1's =< ,84(aD,,81(a~),,86(a~),,8s(ag) > (530.65); 
(6) < 7,23 >: 1'6 =< ,84(aD,,81(an,,86(a~) , ,84(a~) > (511.83) ; 
(7) < 13,25 >: 1'7 =< ,84(aA) , ,83(a~),,86(a~) , ,87(ag) > (560.97); 
(8) < 13,26 >: 1's =< ,84(aA),,83(a~), ,86(a~), ,81(a~) > (566.37); and 
(9) < 13,23 >: 1'9 =< ,84(aA), ,83(a~) , ,86(a~) , ,84 (an > (558.20) . 
Lengths of closing arcs are the following: p(6,25) = 61.00; p(6,26) = 

70.40; p(6, 23) = 43.00; p(7,25) = 50.70; p(7, 26) = 59.30; p(7, 23) = 33.00; 
p(13, 25) = 32.10; p(13, 26) = 40.40; and p(13,23) = 12.50. 

Thus the best Hamiltonian circuit (a path takes into account a length of the 
closing arc) is (Fig. 7.19): 

1'6 =< ,84 (at), ,84(an, ,86(a~), ,84(a~) > (544.83) . 
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Fig. 7.19. Resultant Hamiltonian circuit 

7.3.5 Towards Generalized Problems 

We have demonstrated the numerical example for TSP in the plane (i .e., scalar 
parameters) , but our solving framework is oriented to a general case. The 
following problem classification parameters may be considered: 

(a) kinds of scales (scalar, ordinal, vector-like) ; 
(b) types of objective function (additive, vector-like); and 
(c) kinds of metrics or proximity between vertices . 
Let us recall that our morphological approach is often based on mapping 

vector-like estimates into ordinal scales. Table 7.20 illustrates correspondence 
between kinds of scales/objectives and methods (algorithmic complexity is 
pointed out in brackets). 

It can easily be checked that many problems with vector-like scales have poly
nomial complexity (as corresponding problems with scalar scales), if a number 
of Pareto-effective points is limited by a certain value. For example, this note 
is correct for modifications of the vector path problem. 
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Table 7.20. Stages, scales and problems 

Stage Scalar estimates, and Ordinal/vector estimates 
additive objective and vector objective 

1. Partitioning of graph Hierarchical clustering Hierarchical clustering 
(Pl) (polynomial heuristics) (polynomial heuristics) 

2. Generation of local Generation of start/ Generation of start/ 
DA's, i.e. Hamiltonian end points for paths end points for paths 
paths (P2, P3) (effective algorithms) ( effect i ve schemes) 

Building of paths Building of paths 
(NP-hard, enumerative (NP-hard, enumerative 
algorithms) algorithms) 

3. Computation of Computation of Expert judgement 
compatibility between compatibility as Multicriteria ranking 
DA's (P4) distance between paths 

4. Composing of S et- to-set path Set-to-set vector 
composite Hamiltonian problem path problem (NP-hard, 
paths (P5) (polynomial algorithms) polynomial heuristics) 

Morphological clique 
problem (chain-like 
compatibility structure, 
polynomial scheme 
for some cases) 

5. Composing of Set-to-set path Morphological clique 
resultant Hamiltonian problem, and selection problem (chain-like 
circuit (P6) of the best path compatibility structure, 

(polynomial algorithms) polynomial schemes 
for some cases) 

7.4 STEINER MINIMAL TREE PROBLEM 

A Steiner Minimal Tree Problem (SMTP) in the plane is the following. 

Let A = {aI, ... , an} be a given point set. It is required to build a tree which 
interconnects the points of A, and total length of the tree is minimum. To 
achieve the minimum, the tree may contain other additional vertices, which 
are called Steiner points. 

In addition, the following two close problems are well-known: 
(i) SMTP with rectangular metric ; and 
(ii) Graph Steiner Tree Problem (on a graph with weighted arcs) . 
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These problems have a lot of applications (e.g., network design, VLSI de
sign, mechanical engineering, computation geometry, and mathematical biol
ogy). Within the last decades, SMTP has been very intensively studied. Basic 
surveys are contained in ([81], [180], and [535]). SMTP and the majority of its 
modifications are NP-hard ([160], etc.). The following approaches are applied 
to the problems: 

(1) exact algorithms on the basis of the following: (i) enumerative schemes 
and reduction techniques (to reduce an n-point problem to a set of (n-l)-point 
problems) ([84], [352], etc.); (ii) dynamic programming ([122], [192], [280], etc.); 

(2) approximation algorithms ([43], [350], [551], etc.); 
(3) heuristics including local optimization, greedy algorithms, decomposition 

([123], [494]' etc.); and 
(4) polynomial algorithms for some simple cases (e.g., parallel-series graphs). 
In this section, we illustrate the use of our morphological heuristic to an 

example of SMTP in the plane. Note that this approach is similar to the 
algorithm of Dreyfus and Wagner (series partitioning of the problem into small 
ones and computing of local solutions for resultant small problems on the basis 
of the shortest paths for vertex pairs) [122] . 

We consider 22 points which were used in previous section for TSP (Table 
7.12.), but their coordinates on axis yare reduced on 40 (Fig. 7.20). 

Y 
·14 .1 ·2 ·5 ·6 

15 • .17 .18 

·3 ·4 ·8 
• 7 

.16 

·9 
·21 

.19 .20 

.10 ·12 

·13 
·22 

.11 

x 

Fig. 7.20. Example for SMTP (initial graph G) 

Analogically, we consider the partitioning of G into the following parts (Fig. 
7.9): 

(a) the 1st level: G~, and G~; and 
(b) the 2nd level: G~l ' G~2' G~3' G~4' G~5 ' and G~l' G~l' G~l· 
Fig. 7.21 depicts DA's for the 1st hierarchical level (G~, G~). 
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G~: basic tree 

G~1 

G2: basic tree 

G~5 

Fig. 7.21. Basic DA's G~, G2 

G~: Steiner points 

G2: Steiner point 

Thus it is reasonable to consider the following trees at the 1st level: 
1. G~: basic tree fJ;o; modified basic tree with Steiner point (,; 1) .8; 1; 

modified basic tree with Steiner point (,b) fJ;2; modified basic tree with Steiner 
point (,b) fJ;a; modified basic tree with Steiner point (';4) fJ;4; modified basic 
tree with Steiner points (';1 and ';4) fJ~5; and modified basic tree with Steiner 
points (,b and ,b) fJ;6' 

2. G2: basic tree fJ~o; modified basic tree with Steiner point fJ21 . 
Analogically, we can get the following trees at the 2nd level (Fig. 7.14, 7.15): 
1. G~ 1: basic tree CkP; basic tree Ck~ 1; basic tree CkA 1; a modified basic tree 

for G~1 with a Steiner point at the 'center' of the corresponding rectangle Ck6 1 • 

2. G~2: basic tree Cki 2 ; basic tree Ck~2; basic tree Ck~2; modified basic tree 
with a Steiner point at the 'center' of the corresponding triangle Ck62 • 

3. G~1: basic tree Ck?1; basic tree Ck~1; basic tree Ck~1; modified basic tree 
with a Steiner point at the 'center' of the corresponding triangle Ck~1 . 

. r G22 : basic tree Cki2 ; basic tree Ck~2; basic tree Ck~2; a modified basic tree 
for G22 with a Steiner point at the 'center' of the corresponding rectangle Ck~2. 

Finally, we get the structure of a composite decision (Fig. 7.22) . 
Here 11:1 = 0, 1,2,3; 11:2 = 0, 1,2,3; t1 = 0, 1,2,3; t2 = 0, 1,2,3. 
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G 
'Y = rJ1 ( ... ) * p2 ( •.• ) 

G~ 

PJ = p1o(a~! * a~~ * a13 * a14 * (15) 
Pi = p11(a~! * a~~ * a~3 * a14 * (1 5) 
P~ = P12( a~! * a~~ * ap * a}4 * a~5) 
PA = P13( a~! * a~~ * a~3 * a}4 * ap) 
P~ = P14( a~! * a~~ * a~3 * a}4 * a~5) 
p~ = P1S( a~! * a~~ * a13 * a14 * (1 5) 
p~ = P16( a~! * a~~ * al3 * al4 * ap) 

G~l G~5 
all 

0 a 13 
1 a 15 

1 

all 
1 

all 
2 a 12 

2 
all 

3 a 12 
3 

G~l1 
a 21 

0 

a 21 
1 

a 21 
2 a 22 

2 

a 21 
3 a 22 

3 

Fig. 7.22. Structure of composite decision 

G~3 
a 23 

1 

Fig. 7.23 depicts the composite decision as the resultant Steiner tree with 6 
Steiner points as follows: 

(a) 2 points at the 1st level ("~3' and "21), and 
(b) 6 points at the 2nd level. 
The formal description of the decision is: 

'Y = p~3(a~1 * a~2 * a~3 * a~4 * a~5) * P~l (a~l * a~2 * a~3) . 

Note that often the number of Steiner points is limited. It follows easily that 
our heuristic can be used for the situation too: to select at each stage decisions 
with a restriction to the number of Steiner points. 

7.S SCHEDULING 

7.5.1 Generalized Description 

Let us examine a static scheduling problem: to schedule (to order) n jobs. In 
this case, we assume that a design system consists of n components (positions) 
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of a resultant schedule. Also, we can consider an initial set of jobs (or tasks) 
J = {Jl, ... , Jj , • • • , I n } as a set of DA's for each position above. Let 

S =< s[I], ... , s[k], ... , s[n] > 

be a schedule of the jobs, where s[k] is the number of ajob at the kth position 
(Fig. 7.24). 

2 5 6 
15 

4 

21 
10 

22 
11 

Fig. 7.23. Example of Steiner tree with 8 Steiner points 

J, 

Schedule S =< s[l]' .. . ,s[k], ... s[m] > 

Position 
1 

Position 
k 

Position 
m=n 

( Precedence constraint H = (J, -+) ) 
'---------' 

Fig. 7.24. Illustration for m-position scheduling 

18 

20 

x 

Quality (priority) of an assignment of ajob to position 1 (I = 1, ... , n) may be 
based on some problem parameters. For example, in some scheduling problems 
(e.g., Bellman-Johnson problem, problems with minimizing a schedule's length 
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or makespan) we can apply a priority function for linear ordering of jobs, and the 
order number of a job will be its priority ([51], [233], [288], [479], etc.) . Other 
problem parameters (e.g., precedence constraint as a digraph H = (J, -», 

where J is a set of vertices-jobs) may be used to compute Ins. Thus we can 
obtain the basic morphological clique problem, or its modifications. Note that 
some investigators study compatibility of jobs in scheduling problems ([54], 
[222], etc.). Now let us describe the following three rules: 

Rule 7.5.1. Ji and Ji are incompatible, when they occupy different 
positions. 

Rule 7.5.2. If Ji -+ Jj then 
w(s[k1], s[k2 ]) = 0, Vk 1 , k2 , kl < k2 , and s[kd = Jj, s[k2 ] = J;. 

Let OI(Ji" Ji,) =< Ji" ... , Ji, > be a path from Ji, to Jill a length of the 
path lOll be equal to the number of its vertices, and am (Ji II Ji,) be the path 
of maximal length. 

Rule 7.5.3. If s[kd = Jill s[k2] = Jill 3 OI(Jill Ji,), then 
Ikl - k21 ~ 101m (Ji , , Ji,)1 - 1 otherwise W(Ji" Ji,) = o. 

Furthermore, we obtain the following evident lemma: 

Lemma 7.1. Rule 7.5.1, 7.5.2 and 7.5.3 are sufficient conditions to generate 
admissible schedules. 

7.5.2 Class of Problems with Precedence Constraints 

In this section, the following 6 scheduling problems are considered ([233], [288], 
[479], etc.) : 

Problem 1. There is one machine. Each job Ji is characterized by process
ing time Ti and penalty function <p(t) = ait + bi a, b ~ O. It is required to 
minimize the total penalty 1(5) = 2::':1 <Pi(Ci), where Ci is a moment of the 
completion of job Ji (all jobs start at the moment t = 0). 

Problem 2. This problem differs from Problem 1 by another penalty 
function : <pi(t) = aiexp(~t) + bi , ~ ~ O. 

Problem 3. This problem differs from Problem 1 by another total penalty 
function : 1(5) = 2:~=1 <Pi(ti), where ti = n:=1 Tp[Il ' 

Problem 4. This problem differs from Problem 3 by another penalty 
function: <pi(t) = ailn(~t) + bi. 
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Problem 5. This is a Bellman-Johnson problem (two machines). All jobs 
must be processed at the same linear order (the 1st machine and the 2nd ma
chine). Processing times at machines are the following: a, and b" respectively. 
The objective is to minimize the total processing time for all jobs. 

Problem 6. There is one machine. Each job J, is characterized by pro
cessing time T, and probability of stoppage of the processing TJ" The objec
tive is to minimize the average cost of all jobs I(S) = L~l T.[I]/O.[l), where 

0.[1] = n~~l (1 - TJl') · Note this problem can be reduced to Problem 1 by a 
change of variables. 

In the case there is no precedence constraint, the above-mentioned problems 
can be solved by the following algorithm: 

Step 1. Computation of real-valued function for each job i: 
U(i) = T;ja. (Problem 1); 
U(i) = a.exp(.Ar,)[I- exp(AT.)]-l (Problem 2); 
U(i) = a.T;j(1 - T;) (Problem 3); 
U(i) = a.ln(AT;)/(l-ln(AT')) (Problem 4); 
U(i) = sign(a. - b.)[L~=l (at - bt) - min (a. , b.)] (Problem 5); and 
U(i) = T;jTJ' (Problem 6). 

Step 2. Linear ordering of the jobs by non decreasing of u( i). 

Clearly, this optimization algorithm runs in polynomial time O(n In n). More
over, an extension of the algorithm can be used for the above-mentioned six 
problems with series-parallel precedence constraints too ([221], [288], [370], 
[468], etc.). Investigations of polynomial-time algorithms for scheduling prob
lems with more genera] precedence constraints are presented in ([58], [67], [371], 
[376], etc.). 

Now let us consider a heuristic on the basis of our morphological approach 
for the problems with precedence constraints as a digraph H = (J, -+). In the 
previous section it was pointed out that, H is a base to construct compatibility. 
Also, computation of priorities for DA's may be based on the following: 

(1) to find an optimal schedule in the case of a good structure (e.g., without 
precedence constraint, a spanning series-parallel digraph): 

S' =< s·[1]' ... ,s·[k]' ... ,s·[n] > ; 

(2) to compute for each job J. and each position 1 a priority r( J" I) as follows: 

r(J., I) = m -1/- s·(J.)I, 

where s·(J.) equals the number of a position that is occupied by job J. m 
schedule S·. 
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Thus we obtain a problem that may be solved on the basis of morphological 
clique problem. 

7.5.3 Towards Priorities of Jobs 

Let us consider a situation when job Ji can not occupy all positions 1, ... , m, 
for example, by the following reasons: 

(a) limited time interval to obtain external resources (e.g., equipment) ; 
(b) plans of contractors; and 
(c) specified arrival time t,(Ji) and due date td(J;). 
As a result, it is reasonable to examine a special feasible interval (or boundary 

[328]) and desirability function to set time and preference for processing of job 
Ji. In the simplest case, we can consider time interval 

t(Ji) = [t,(Ji ), td(Ji)]. 

to process Ji. In addition, it is possible to use a preference (probability) to 
process Ji as a nonnegative function Xi, defined at the interval t(Ji). 

In the case of our morphological approach, we have to map Xi to integer axis 
1, ... , n (Fig. 7.25, case of single machine) . 

Desirability 
function 

Xi 

xi 

1 

t, (Ji) 

1 2 3 1,(Ji) 

t 

Positions 

m 

Fig. 7.25 . Illustration for feasible interval and desirability function 

Now we describe an example for single machine scheduling. Let VI< be II":th 
minimum of the ordered list of processing times {T;} . Then 1,(Ji) = I' + 1, 
where I' is defined as a minimal integer number that satisfies to the following 
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inequality: 

" E v,. ~ t.(Ji ). 
,.=1 

In the same way, Id(Ji) = n - (I" + 1), where I" is defined as a minimal integer 
number that satisfies to the following inequality: 

I" n 

E v,. ~ E Ti - td(Ji). 
,.=1 i=l 

Thus we obtain feasible interval of positions that will provide correct processing 
of job Ji . 

It is obvious that we can specify admissible positions (on the basis of feasible 
interval [I. (Ji), Id(Ji)] and priorities at positions above (on the basis of priorities 
function Xi(Ji)) for each job Ji. 

Analogically, we examine the second way to define feasible intervals on the 
basis of precedence constraints. First, let J- ~ J be a start subset if '<IJi 1 E J
has no incoming arcs, and J+ ~ J be an end subset if '<IJi. E J - has no 
outgoing arcs. Fig. 7.26 depicts an example of precedence constraints for five
element scheduling problem. 

Fig. 7.26. Example of precedence constraints 

In this case, J- = {h, Ja} and J+ = {J4} . In addition, we define '<IJi E J 
two kinds of paths: 

at-(Ji) =< J., .. . , Ji >, J. E J-. 

Finally, it is easy to prove that: 
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Lemma 7.2. Necessary condition for a schedule to be admissible is that 
the following feasible interval system 

where 

be fulfilled. 

Now we assume that our scheduling problem (Fig. 7.26) corresponds to 
Problem 1. Evidently, without taking into account precedence constraints 
the optimal schedule is the following (Ja and Ja are equivalent): 

S· =< J5, J2, Ja, J4, J1 >, T(S·) = 19.0. 

As before, the desirability function (priority) is: 

r(J;, I) = m -1/- s·(J;)!, 

where s·(Jd be the position number of J. in optimal schedule S·, 1 E 
[d+(J;), d- (J;)] . Table 7.22 presents parameters and priorities of jobs. 

Table 7.22. Parameters and priorities 

J. I. T; a. tl. = T;/a; r(J;, I) 

1= 1 2 3 4 5 

h 2.0 1.0 2.0 1 2 3 - -
h 1.5 1.5 1.0 - 5 4 3 -
Ja 1.5 1.0 1.5 3 4 5 - -
J4 1.5 1.0 1.5 - - - - 4 
J5 0.5 1.0 0.5 - 4 3 2 -

Thus we get the possibility to apply morphological clique problem. Clearly, 
our situation does not exactly correspond to Fig. 7.24., because each morpho
logical class can include only a subset of the initial job set . Fig. 7.27 depicts 
resultant morphology of schedule (alternative jobs Jf2 and Jh will be described 
in next section). Compatibility of jobs is presented in Table 7.23. 
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81 = J31 * h2 * h3 * J54 * J45 
82 = J11 * h2 * h3 * J54 * J45 
83 = J31 * h2 * h3 * J54 * J45 

Position 1 Position 2 Position 3 Position 4 Position 5 
J11 (I) J I 2(2) h3(3) h4(3) J45 (4) 
hl(3) h2(5) J23(4) J54(2) 

h2(4) h3(5) 
J52(4) J53(3) 
J{2(2) J~3( 4) 

Fig. 7.27. Schedule morphology 

Table 7.23. Compatibility of jobs 

J12/ J22/ h2/ J52/ h3/ h3/ h3/ J53/ h4/ J54/ J45 

J11 0 1 1 1 0 1 1 1 1 1 1 
hI 1 1 0 0 1 1 0 1 1 1 1 
h2 0 1 1 1 1 1 1 
J22 1 0 0 1 0 1 1 
h2 1 1 0 0 1 1 1 
J52 0 0 0 0 0 0 1 
J13 1 1 1 
h3 0 1 1 
h3 1 0 0 
J53 0 0 1 
h4 1 
J54 1 

Finally, we obtain the following three composite DA's (admissible schedules) 
that are Pareto-effective: 

(1) 8 1 = hI * J22 * J13 * J54 * J45 , N(8d = (1; 1, 1,2,1,0), T(8d = 23.5; 
(2) 82 = J11 * h2 * J23 * J54 * J45 , N(82) = (1; 0, 3, 0,1,1); T(82) = 25.5; 

and 
(3) 83 = J31 * J12 * J23 * J54 * J44 , N(83) = (1; 0,2,1,2,0); T(83) = 25.0. 
Clearly, 8 1 is optimal. It is obvious that our example is only illustrative and 

can be transformed (by assignment of J4 at the 5th position) to the problem 
with tree-like precedence constraints. 
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7.5.4 Alternative Jobs 

In addition, it is reasonable to examine alternative jobs. In this case, we can 
consider V Ji several alternative processing ways: {Jt, L:::: 1,2,3, ... }. Each al
ternative job Jt can have specific characteristics (e.g., processing time, feasible 
interval, desirability function, etc.). Evidently, that morphological classes for 
schedule positions are extended by alternative jobs. Also, resultant scheduling 
problem consists of two kinds of basic operations as follows: 

(i) to select the best alternative jobs; and 
(ii) to schedule jobs. 
This problem is realistic . It follows easily that morphological clique problem 

is the good base to take into account alternative jobs. Let us add in the example 
from previous section two alternative jobs: 

(1) Jf, [/.(JD, I. (JD] :::: {2}, r(JL 2):::: 2, r(JD:::: 1.8, a(JD:::: 1.0; and 
(2) J~ , [I. (J2), I. (J2)] :::: {3}, r(J2, 3):::: 4, r(J2) = 1.4, a(J2) = 1.5. 
In this case, schedule morphology involves two DA's: Jb and Jh (Fig. 7.27) 

compatibility of that are equal to compatibility of lt2 and J23 , respectively. 
Also, additional Pareto-effective composite DA's are the following: 

(a) S4 = J31 * Jb * h3 * J54 * J44 , N(S3):::: (1; 0, 2,1,2,0); T(S4):::: 24 .1; 
(b) S5 :::: J11 * lJ2 * Jh * J54 * J45, N(S2):::: (1 ; 0, 3, 0, 1, 1); T(S2):::: 24.15; 

and 
(c) S6 :::: lJ1 * J12 * J23 * J54 * J44 , N(S3):::: (1 ; 0, 2,1,2,0); T(S3):::: 23 .65. 

7.5.5 Flow Shop Problem 

Let r( i, j) be a processing time for the ith job, and jth machine (j :::: 1, ... ,1/) . 
We assume a series processing of each job i at machines 1, ... , j , ... ,1/, i.e., the 
same chain for each job (1,2 , 3, ... ). The objective is to produce schedule S that 
minimizes maximum total completion time T(S) . There are the following three 
basic types of the flow shop problem (1/ ~ 3) ([51], [85], [88],[160] , [464]' etc.): 

Problem A. Basic problem (Bellman-Johnson problem), i.e. with interme
diate capacities. Very interesting approximate algorithm with limited absolute 
error has been proposed for the problem ([36], [456], [457]) . 

Problem B. It is Problem A subject to a restriction 
'without intermediate capacities '. 

The problem corresponds to well-known plan approach just-in-time. In this 
case, some enumerative exact methods have been used (e.g., Branch-and-Bound 
algorithm in [318]) . 

Problem C. Continuous process (no-wait constraints) . The problem corre
sponds to traveling salesman problem ([172], etc.). 
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These three problems (A, B, C) are NP-hard ([160), [428] , etc.) . In [318] 
grid-like digraph Q has been proposed for problem B . We analyze the graph 
(Fig. 7.28) for three kinds of problems above: 

1. Vertices of Q correspond to processing operations, i.e., each job at each 
machine: (i) row j corresponds to machine j, (ii) column k corresponds to a 
job that occupies position k in schedule S. 

2. Arcs correspond to a way from one operation to another, but specification 
of the arc set is dependent on problem kinds (A, B, C) . 

Let the vertices have weights that equal processing times. In addition , we 
use layers for each 1= k + j = const (I = 2, ... . , n + II) . 

Jobs (positions) 
1 k n 
Layer Layer Layer Layer 

/2/ 
3 4 k+l 

1 / / • • • 

// • • • • • 

/ • • • • • • 
Machines 

j • • • • • • • 

Layer 

• • • • / n+II-2 • • 
Layer 

• • • / / n+lI-l • • 

/ / 
/Layer 

• • • n+1I 
II • 

Fig. 7.28. Graph for Flow Shop Schedule (without arcs) 

Now let us consider the following types of arcs: 
(1) El involves arcs of the following kinds ('</ j = 1, ... , II, k = 1, ... , n) : 
(j,k) -> (j,k+ 1) or (j,k) -> U+ l , k) ; 
(2) E2 involves arcs of the following kinds: a -> b, 
where a = Ua,ka), b = Ub ,kb), la = ja + ka, h = jb + kb, Ib = la + 1, 

kb > ka; and 
(3) E3 involves arcs of the following kinds: a -> b, 
where a = Ua,ka), b = Ub , kb) , la = ja + ka, Ib = jb + kb, Ib la , 

kb = ka + 1. 
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Fig. 7.29, 7.30, and 7.31 illustrate three problems above A, B, C (Gantt 
charts). Processing times {t(i,j)} are pointed out in Fig. 7.29. 

MI 1 

M2 1 2 3 4 

1 2 3 4 t 
M3 ...... ......... .......... ..... ..... TA(S) = 56 

Fig. 7.29. Illustration for Problem A 

1 

4 

2 3 
M3'L---------~------L-~~~~-r-------. .. .. ... ....... . TB(S) = 60 

Fig. 7.30. Illustration for Problem B 

1 

1 2 3 4 

1 2 
M3L---------~ .. -.. -.. -.. ~ .. -.. -.. ~.L-~-L~L-~+------. 

Tc(S) = 64 
Fig. 7.31. Illustration for Problem C 

N ow let us consider the following: 

10 7 12 6 
• • • 

12 9 8 10 
• • • 

15 8 6 5 

I : ~ 
v.-l 

+ 

I~ 
V~ 

Lemma 7.3. [318J. Optimal schedule (linear ordering of jobs/columns) 
for Problem B corresponds to minimum of the maximal (critical) path (with 
sum of vertex weights) from vertex (1, 1) to vertex (n, 1/) in digraph Q with the 
following arc set: Rb = El U E2 • 

We add the following: 
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Lemma 7.4. For Problem C it is necessary to consider the following 
arc set: Rc = El U E2 U E3 · In the case when the path consists of several 
elements at a layer, corresponding weights of the layer elements are added with 
alternative signs (+, -, ... ). 

Proof of the necessity to examine E3 is based on the example that is pre
sented in Fig. 7.31. 

A maximal processing time at a layer I for schedule S is 

I'(S, I) = !J1ax{T(s[i], sU])} . 
I+J=1 

Let 1'1< be the I\;th maximum or bottleneck of the ordered list of {T( i, j)}. The 
following is evident for Problem A, and Problem B: 

It is reasonable to decrease 3(S) by an inclusion of several maximal bottle
necks ({/-'I<}) into the same layers . 

Now let us consider a kind of the resultant graph. 

Definition 7.1. Digraph G = (A, E) is called I.-transitive chain or path 
(k ~ 2) 

if it has the following structure: 
(1) elements A =< a[, ... ,ai, ... , an > are linear ordered ai -+ ai+l, = 

l, ... ,n-l and, 
(2) Vai is connected with I\; 'right' (consequent) neighbors (elements) I\; < 

k - 1 and with 1\;[ 'Ieft'(preceding) neighbors (elements) I\; ~ k - 1. 

An example of 3-transitive path is presented in Fig. 7.32. Clearly, each 
sequence of I neighbors (I ~ k) in G is I-element clique. Let b(A) = E.eE b(e) 
be a weight of k-transitive path G where b(e) is a weight of arc e. Further , k
transitive path consisting of all vertices of graph G is k-transitive Hamiltonian 
path of G. Note that similar n-transitive graphs have been introduced in [507]. 

Fig. 7.32. Example of 3-transitive path 

Fig. 7.32 corresponds to flow shop problem with n = 8, 1/ = 3. Thus 
we consider each schedule as a (1/ - I)-transitive Hamiltonian path and try to 
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minimize (or maximize) its weight. Here arcs weights are equal to corresponding 
pair proximity between jobs. 

Hence, the generalized solving scheme consists of the following two phases: 

Phase 1. To construct and compute a proximity (i.e., to past together 
maximal elements into the same layers) for each pair of jobs J;" Ji. E J and 
for the following differences of positions: 

-(/I + 1), ... , -1 , 1, ... , /1- 1. 

As a result, we get a complete oriented multigraph G' = (J, =» in that prox
imity corresponding to arc weights, and for each vertex VJi E J there exist 
/I - 1 arcs of two kinds (for two directions) . 

Phase 2. To find /I-transitive Hamiltonian path with minimal (or maximal) 
total weight in G' . Evidently, this phase can be based on morphological clique 
problem. 

Note that we can consider simple analogue problems as follows: 
1. To find the shortest /I-transit ive path in a digraph . 
2. To find the shortest /I-transitive Hamiltonian path in a digraph. 
Let us define a linear ordered (nonincreasing) set of {r( i, i)}: 

Jl.l, .. ·,Jl.n+v-l , Jl.n+v, .. ·,Jl.nxv · 

First n + /I - 1 elements of the sequence are called maximal elements. More
over, we consider binary r' (i, i) that equals 1, if it corresponds to an maximal 
element, and 0 otherwise. As a result, we obtain a binary matrix. 

Thus we can define an asymmetric jobs proximity (phase 1): 

0, '"'V '( . .) '( ' . C) L.Jj=6+1 r 'I,} r '2,} - u , 
,",v-6 '(' .)'(. . £) L.Jj=1 r 'I,} r '2,}+U, 

0, 

if fj ~ /I, 
if 1 ~ fj ~ /I - 1, 

if -(/I - 1) ~ fj ~ -1, 
if fj ~ -/I, 

where slid is a job at position il and S[i2] is a job at position i2, (il = 
1, ... , n , i2 = 1, .. . , n, il f. i2), (fj = i2 - id. p corresponds to a level of 
complimentability of slid and s[i2 ] . 

Fig. 7.34a presents the binary matrix that corresponds to the schedule 
example of Fig. 7.30 . Thus, p(s[iJ, s[iD equals the number of layers, when 1 of 
job slid and 1 of S[i2] are at the same layer I (a diagonal from left-bottom to 
right-up). 



www.manaraa.com

192 COMBINATORIAL ENGINEERING OF DECOMPOSABLE SYSTEMS 

Let us consider an implementation of phase 2. Taking into account Lemma 
7.5, we will minimize 

n+II-1 
T(S) ~ S(S) ~ E 1-'", . 

",=1 

Here S*(S) = E:~~-1 1-'", is the upper bound. 
Note h inclusions of maximal elements provide the following: 

n+II-1-h n+lI+h 
S*(S)= E 1-'",+ E 1-'",. 

",=1 ",=n+1I 

Thus we get 

h 

~(S, S') = T(S) - T(S') ~ E(l-'n+II-1-h+", - I-'n+II-1+",) . 
",=1 

On the other hand, we define 

h(S') = E p(s[i}]' S[i2]) ' 
Vi, <i, 

Evidently, that h(S) is the weight of v-transitive Hamiltonian path S, and we 
search for the maximal Hamiltonian path. 

Reduction of the above-mentioned problem to morphological clique is based 
on the following: 

(1) n series positions are examined; 
(2) all jobs are considered as DA's for each position; 
(3) p(s[id, S[i2]) corresponds to job compatibility; and 
(4) all jobs are compatible at the higher level for 6 > v . 
Note that proposed heuristic satisfies basic requirements as follows [28]: ro

bustness, interactive computing, flexibility, simplicity and analyzability. 

Now let us consider an example for the proposed heuristic on the basis of 
Problem B (example from Fig. 7.30) . Fig. 7.33 depicts a schedule morphology 
(the 2nd index corresponds to the position number). Here all jobs have the same 
priority. 
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I 
S' = J 11 * h2 * Ja3 * J 44 

S" = J41 * Jt2 * h3 * Ja4 

1 I I 1 
Position 1 Position 2 Position 3 Position 4 

J 11 Jt2 Jt3 J 14 

J 21 h2 J 23 h4 
J 31 Ja2 Ja3 Ja4 
J 41 J 42 J 43 J44 

Fig. 7.33. Schedule morphology for example from Fig. 7.30 

Here max{r(i,j)} = r(1,3) = 15 and min{r(i,j)} = r(4,3) 
ordered list of {r( i, j)} is: 

15, 12, 12, 10, 10, 9, 8, 8, 7, 6, 6, 5. 

5. The 

In this case, I = 2, ... ,7 (i.e., six layers). Thus the upper bound for the 
objective function (six maximal elements) is: 68. 

Fig. 7.34a depicts a schedule S' that corresponds to Fig. 7.30 with the upper 
bound 3·(S') = 62. Fig. 7.34b depicts another schedule S" with 3·(S") = 56. 

Jt h Ja J4 J4 J1 h Ja 
1 0 1 0 0 1 0 1 
1 1 0 1 1 1 1 0 
1 o 0 0 0 1 0 0 

(a) (b) 

Fig. 7.34. Illustration for pasting together of maximal elements 

Table 7.24 presents compatibility of jobs (.6. corresponds to incompatible 
DA's). 

Clearly, it is possible to apply other techniques to compute job proximity and 
to use other approaches, including more exact ones, to evaluate upper bounds. 
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Table 7.24. Proximity of jobs 

J121 h21 Ja21 J421 J131 J231 Ja31 J431 h41 J241 J341 J44 
Jll t::,. 1 1 1 t::,. 0 1 0 t::,. 0 0 0 
hi 1 t::,. 1 0 0 t::,. 0 0 0 t::,. 0 0 
Jal 0 0 t::,. 0 0 0 t::,. 0 0 0 t::,. 0 
J41 1 0 1 t::,. 0 0 0 t::,. 0 0 0 t::,. 

h2 t::,. 1 1 1 t::,. 0 1 0 
J22 1 t::,. 1 0 0 t::,. 0 0 
J32 0 0 t::,. 0 0 0 t::,. 0 
J42 1 0 1 t::,. 0 0 0 t::,. 

J13 t::,. 1 1 1 
J23 1 t::,. 0 0 
Jaa 0 0 t::,. 0 
J43 1 0 1 t::,. 

7.6 GRAPH COLORING PROBLEM 

The graph coloring problem arises in many applications. Traditional versions 
of graph coloring problems have been studied in ([160], [173], [177], [226], [229], 
[423], etc.) . Our composition problem may be considered as a similar problem. 

Let us examine a graph G = (A, E) where A is a set of vertices and E is 
a set of edges. Let a set of colors correspond to a set of DA's, and for each 
a E A we can apply priority T of DA's as a profit of the assignment of the 
design alternative for vertex a. In addition, we consider an ordinal estimate 
of quality for a neighborhood (Ins) of each two colors (DA's) for the case. If 
they are assigned for neighbor vertices ai , a" E A (i.e., if there exists an edge 
(ai, a")). Thus we obtain our basic morphological clique problem. 

An illustrative example is depicted in Fig. 7.35. Here we consider the 
following colors for each node: (a) black (Xd; (b) blue (X2 ); (c) cyan (Xa); 
(d) green (X4 ); (e) yellow (Xs) ; and (f) white (Xs) . 

Our compatibility of colors for neighbor vertices is presented in Table 7.25. 
Note that we can specify different compatibility for different vertices pairs too. 
Priorities of DA's (colors) are shown in Fig. 7.35 (in brackets). 

Finally, composite decisions are the following (N = (2; 4, 0)): 
(a) SI = Al * B4 * Cs * Ds; 
(b) S2 = A2 * B4 * Cs * Ds; and 
(c) S3=A 1 *B3 *Cs *Ds. 

Note that the morphological approach (including graph coloring problem) 
has been applied in the design of user interfaces in [297] (chapter 11). 
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Table 7.25. Compatibility for colors 

Xl 
X2 

X3 
X4 

Xs 
Xs 

Xd X21 X31X41 XslXs 

D. 1 2 3 
D. 1 2 

D. 1 
D. 

4 3 
3 4 
2 4 
3 2 
D. 2 

D. 

C 
Cl(l) 
C2(1) 
C3(2) 
C4(2) 
Cs(l) 
C6(1) 

D 
Dl(l) 
D2 (1) 
D3(2) 
D4(2) 
Ds(2) 
D6(1) 

Fig. 7.35. Example of graph coloring 

7.7 SUMMARY 

This chapter has presented applications of morphological metaheuristics to sev
eral well-known combinatorial optimization problems. The material is a basis 
for computation part of our investigation. Evidently, these efforts have to 
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be continued with the use of many computing experiments and real examples. 
It may be an excellent fundamental for student exercises and projects. 
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8 INFORMATION SUPPORT AND 
DESIGN 

B.1 ISSUES OF INFORMATION SUPPORT 

Main functional operations for design, utilization, and maintenance of design 
information systems are the following ([113], [294], [408]): 

(1) acquisition of new data and knowledge; 
(2) structuring and modeling; 
(3) representation; 
(4) learning; 
(5) access, control; 
(6) analysis, evaluation, and correction; and 
(7) maintenance. 
The issues of design data and knowledge representation are crucial ([11], 

[79], [93], [120], [130], [131]' [217], [218], [238], [337], [387], [408], [459], etc.). 
HMMD uses hierarchical tree-like structure of designed system as a basic hier
archy. Representation of the hierarchy is easy. Many researchers apply similar 
approaches ([131]' [238], [337], [247], etc .). 

197 
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DB, KB, hypermedia systems and their combinations may be considered as 
information support tools. Some basic elements of the tools are presented in 
Table 8.1. 

The following information systems may be pointed out as examples: 
(a) NASA STI project [48]; 
(b) Information Design Model for engineering design [131]; 
(c) Designer's Electronic Guidebook for mechanical engineering in Cam

bridge Engineering Center [132]; 
(d) distributed hypermedia system (KMS) for managing knowledge in orga

nizations [11]; 
(e) hierarchical hypertext system (HHS) involving components of different 

kinds and their criterial descriptions for various problem domains ([292], [294]); 
(f) Management System "TOSCANA" on the basis of conceptual structures 

([258], etc.); and 
(g) Interspace (Engineering Concept Spaces): Digital Library Infrastructure 

for an University Engineering Community [79]. 
The development of complete information systems for supporting all phases 

of hierarchical design processes is the significant future direction. Hayes-Roth 
has investigated benchmarks which may be fruitful for the engineering design 
systems [203]. 

8.2 SOME PROBLEMS OF DATA RETRIEVAL 

Contemporary information environments consist of many databases. As a re
sult, information retrieval has a multi-stage and distributed character and has 
to include stages for selection of required databases and planning of search
ing processes. For example, similar approaches are implemented in Index and 
Search Machines for World Wide Web ([546], etc.). It is reasonable to consider 
the following main stages of data retrieval processes ([45], [27], [59], [77], [78], 
[87], [92], [143], [204], [292] [299], [339], [397], [419], [443], [500], [546], etc.): 

Stage 1. Analysis of user's information needs, and forming a structured 
information query. 

Stage 2. Analysis of information query and planning of data retrieval pro
cesses. 

Stage 3. Searching for data. 
Stage 4. Analysis and ranking selected data, evaluation of selected informa

tion. 
Stage 5. Synthesis (integration) of resultant information clusters. 
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Table 8.1. Information components and support tools 

Information components Basic elements of 
information support 

l.Hierarchical system model Standard frames 
2.Design module 
2.1 Requirements 
2.1.1 Criteria Standard criteria 
2.1.3 Compatibility factors Standard factors 
2.1.2 Restrictions Standard restrictions 
2.2. DA's 
2.2.1 Set of DA's Standard design alternatives 
2.2.2 Estimates 
2.2.3 Priorities 
2.3. Interconnection Ins Standard interconnection 
2.3.1 Estimates on factors 
2.3.2 Resultant estimates 

3.Composite decisions Standard constraints 
4.1mprovement (combination, Basic examples, strategies of 
characteristics, schedule) improvement 

5.Systems versions Basic examples of systems 
(examples, requirements, versions, tendencies for 
tendencies) various problem domains 

Thus we consider the following significant phases of combinatorial data pro
cessing: 

Preliminary phase 1 (stages 1, and 2 above). An analysis of information 
needs and planning of retrieval processes. 

Final phase 2 (stages 5 and 6 above). An analysis of selected information 
and combinatorial synthesis of a resultant information cluster that corresponds 
to user's needs. 

In the section, we present a short description of the above-mentioned phases. 

8.2.1 Planning of Data Retrieval Process 

Analysis of information needs and planning data retrieval processes are based 
on the following steps ([315], [546], etc.): 

(1) analysis of information needs and design of structured information re
quirements; 

(2) formation of a preliminary list of databases and their attributes (resource 
database); 



www.manaraa.com

200 COMBINATORIAL ENGINEERING OF DECOMPOSABLE SYSTEMS 

(3) analysis of databases profiles; 
(4) ranking of databases and selection of the more useful databases; 
(5) design of a composite/distributed data retrieval process; and 
(6) scheduling of data retrieval processes. 
Clearly, that steps 4, 5, and 6 may be based on combinatorial models as 

follows (respectively) : 
(a) knapsack like problems and multicriteria ranking; 
(b) knapsack like problem and morphological clique; and 
(c) knapsack like problem, traditional scheduling problems, and morpholog

ical clique. 
Approaches to intelligent information retrieval have been discussed in [97]. 

Some combinatorial problems of scheduling for data retrieval processes have 
been examined in [315]. 

8.2.2 Information Synthesis 

Let us examine problems for designing a resultant information cluster (complex) 
in hypertext or hypermedia systems (hyper-information systems) . We assume 
that a hyper-information system consists of discrete information units (items), 
their attributes (e.g., keywords), and item links of different kinds. 

Many investigators have used similar formal descriptions as information net
works ([77], [78],[79], [87], [292], [503], [531], etc.) . Usually the following kinds 
of information processing are considered: 

(a) search (e.g., automatic searching for, browsing); 
(b) selection of data on the basis of comparison of data or data and specifi

cation (results: an item; an item set; an item set with attributes; and an item 
set with attributes and links); 

(c) design or approximation of an information structure (e.g., a set of clusters 
and an information hierarchy); and 

(d) design (synthesis) of an information complex (results: an item set; an 
item set with structure). 

Here we consider combinatorial problems for designing an information com
plex ([299] and [312]). In recent years, similar problems of information integra
tion have been investigated ([159], [220], [374], [397], etc.). Aggregate hypertext 
objects that are similar to our information complexes have been studied in [526]. 
In this section, the following steps are examined as crucial: 

(1) specification and/or approximation of an initial structure for a resultant 
information cluster; 

(2) selection of items as alternative units (DA's) including comparison, mul
ticriteria selection; and 
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(3) synthesis or composition of an item set (i.e., an information cluster) from 
interconnected items (DA's) on the basis of combinatorial problems (e.g., clique 
problem, an approximation of a clique; designing an item hierarchy). 

Finally, we consider two basic optimization problems as follows: the se
lection and composition (when a structure of the target system is specified). 
Also, we take into account an ordinal item compatibility or relationship (i.e., 
interconnection Ins) and a correspondence of items to components of a search 
specification (a structure of the resultant information cluster). As a result, we 
get versions of a morphological clique problem. Our information design process 
is illustrated in Fig. 8.l. 

Note that close data retrieval schemes (search, selection, ranking, etc.) are 
used in many information systems, for example, 

(a) large scale retrieval systems based on concept spaces ([77], [78], and [79]); 
and 

(b) integration of heterogeneous information sources [159]; 
(c) cooperative database systems [374J. 
Usually the following basic kinds of information elements for hypertext are 

assumed ([87], [292]' [503], [531], etc .). 
(1) a node (a discrete cognitive unit or an item with attributes); 
(2) a link between two nodes; 
(3) a node set (an item group); 
(4) a link set; 
(5) a node and a corresponding link set; and 
(6) a node set, and a corresponding link set. 
We can use the following main structural types of information elements (an 

item set with a structure and an information complex): 
(a) a pair of items; 
(b) an item chain (path); 
(c) a layered structure (a linear ordered set of item groups); 
(d) a hierarchy of items or item groups; 
(e) a cluster or a group of interconnected items; and 
(f) combined cases . 
Grouping operations of information items may be based on various relations 

as follows; equivalence, proximity, similarity, dissimilarity, implication, prereq
uisite, complementability, and independence. Relation graphs for relationships 
among agents on the basis of cognitive maps (communication structures and 
causal assertions) are studied in ([73], [552], etc.). 

Some standard semantic frames and relations between data units have been 
considered in [399]. An attempt to describe the typical information complexes 
is contained in [299]. Here we assume that an information complex is a cluster 
of data units which consists of the following : 
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(i) a structure (e.g., complete graph) in which each vertex corresponds to a 
component of the designed information complex; 

(ii) data units are divided into a set of item groups and each group corre
sponds to a component of the complex; and 

(iii) connections of data items from different groups corresponding to edges 
of the structure. 

Table 8.2 contains basic operations for processing of data, structures, and 
information complex. 

1 Structural Requirement 3 

~Dataaft" § ~ addItIOnal ~electlOn 
2 for synthesIs 

(with taking 
into account 

777/7 
Database 

1 

Bounded 
search space 

777/7 
Database 

2 

compatibility) 

Selected 
data 

Space 

for 

7 77/7 search 

Database 
3 

Fig. 8.1. Scheme of combinatorial information design 
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Table 8.2. Operations and information elements 

Stage Basic information elements 

Data unit Information Information 
structure complex 

I.Analysis/ Definition of Standard Definition of 
evaluation features, e.g. graph features (e .g., 

correspondence analysis/ element 
to specification evaluation interconnection, 
and kind of operations etc.) 
connection 

2. Comparison Semantic Structural Semantic and 
comparison comparison structural 
by attributes comparison 

3.Approximation Possible Graph Semantic and 
change approximation structural 

approximation 
4.Aggregation/ Unification, Structural Semantic and 
construction choice or unification/ stru'ctural 
of a consensus design of design of unification, 

represen- a consensus, design of 
tatives e.g., median a consensus 

5.Design Specification, Graph Selection and 
search and construction integration of 
selection initial data 

units and 
their links, 
approximation 
and aggregation 

Thus a process of designing an information complex consists of the following: 

Step 1. Specifying a structure of information complex, and requirements to 
information items for each component of the information complex. 

Step 2. Searching for and selection of data items for each component (accu
mulation of initial information). 

Step 3. Analysis and evaluation of selected information items, e.g., indexing 
([79], [444], etc.). 

Step 4. Construction of the required information complex or its approxima
tion: (a) selection of information items while taking into account their compat-
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ibility; (b) design of the required complex; and (c) design of an approximate 
complex if the required complex does not exist or its design is impossible. 

Some basic problems of designing the complexes are presented in Table 8.3. 

Table 8.3. Problems of information design 

INPUT (search/design OUTPUT KIND OF 
specification) PROBLEM 

l.Specification for an Item of Search/ 
item item set selection 

2.Specification for an Set of Knapsack 
item & restriction connected problem with 

items compatibility 
3.Structure of Group of Morphological 
resultant complex and connected clique 
specifications for item sets problem 
each its component 

Let us examine a numerical example. Here we assume that a structural spec
ification consists of 5 components. After searching for, selecting, and evaluating 
a correspondence to specification components (a computation of priorities are 
shown in brackets), the following data items (DA's) are obtained: 

1. Hypermedia systems H: HJ(2), H2(1), H3(3), and H4(1). 
2. Graphs G: G I (2), G2(3), G3 (1), and G4 (1). 
3. Combinatorial optimization C: CJ(l), C2 (3), C3 (1), and C4 (2) . 
4. Decision making D: DI(l), D2 (3), D3(2) , and D4(1) . 
5. Fuzzy sets F: F I (2), F2(1), F3(2), F4(3), and F5(1). 
On the basis of the analysis and evaluation of data items we may define 

attributes of DA's above. This information instance corresponds to the numer
ical example in section 3.5 (compatibility and resultant composite decision for 
5 cases of approximation approach). 

Our results are preliminary. However, we think that our approach based 
on combinatorial models may be used for other problems in the fields of data 
processing. Note that in recent years, many close approaches based on special 
information spaces or complexes, are studied and realized in digital libraries and 
enterprise information modeling, for example: (a) engineering concept spaces 
for assisting of user-specific concept based information retrieval ([78] , [79], etc .); 
(b) conceptual structures in information management ([258], etc.); (c) common 
aggregate context for assisting of semantic integration via a common ontology 
[220]; etc. 



www.manaraa.com

INFORMATION SUPPORT AND DESIGN 205 

8.3 PLANNING OF INFORMATION CENTER 

8.3.1 Strategic Planning for Information Systems 

Problems of strategic planning and design for information systems (IS) have 
been investigated for about four decades. For instance, Hackathorn and Karimi 
compared information engineering methods [191]. Ledered and Sethi consid
ered three methodologies for strategic IS planning as follows: business systems 
planning (Top-Down planning with Bottom-Up implementation); strategic sys
tem planning on the basis of main functional areas; and information engineering 
on the basis of models for enterprise, data, and processing [282]. Premkumar 
and King examined an evaluation of strategic IS planning [403]. Raghunathan 
and King studied three phases of IS planning as follows: (a) strategic planning; 
(b) system planning; (c) plan implementation [406]. In recent years, many IS 
(e .g., university libraries, firm databases) are transformed to large information 
conglomerations (LIe) which are based on the following: (1) contemporary 
communication networks; (2) distribution/sharing of users, information, and 
processing; (3) intelligent support all stages of data processing, and services; 
and (4) use and development of new kinds of IS (e.g., hypermedia systems) . 

In fact, some LIC's playa role of regional or problem domain information 
centers. An example of a complex distributed information system is depicted 
in [248] . Note that LIC's start to manufacture new information products not 
only for their users but for national and/or international information market . 
Rainet and Carr describe a big catalog of services offered by information centers 
for end users [407] . 

Usually, the following main problems of IS development are examined: (a) 
data design (selection, structuring, composition, sharing, etc .); (b) service plan
ning (planning of query sequencing, etc .); (c) network design and management 
(topology design, facility location, routing, etc.); (d) user modeling, diagnosis, 
and training; etc. 

In the main, traditional approaches to IS development are based on the 
generation of design alternatives, and their selection [246]. Note that usually 
only one or two kinds of above-mentioned IS components are examined. For 
instance, the following approaches have been used for the selection of IS com
ponents: (a) criteria like cost/benefit ([5], and [466]); and (b) empirical models 
[183]; (c) combination of knapsack-like models and multicriteria ranking ([316], 
[351]) ; (d) analytic hierarchy process [142]. 

A flexible approach to information systems development has been proposed 
in [6] . In this section, we investigate a problem of information center devel
opment (design and/or redesign) on the basis of HMMD. Thus it is necessary 
to take into account various components as follows: data; software; hardware; 
communication support; interfaces; human relation; etc. This type of prob-
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lem is a complicated one, and it requires both selection (i .e., analysis) and 
composition (i.e., synthesis) approaches. 

8.3.2 Structure of Information Center and Requirements 

Here we examine a structure for information centers that is presented in Fig. 
8.2. Table 8.4 contains compatibility factors for all connected components. 
We use the following three techniques for assessment of Ins: (a) direct expert 
judgement; (b) constant compatibility (5) for independent components pairs; 
(c) evaluation offactors, and (d) multi-factor ranking to obtain resultant ordi
nal estimates of Ins. In the last case, the factors are indicated by weights (in 
brackets). Requirements to IS are a key part of IS investigations. In the main, 
the requirements relate with the following: goals and basic technologies in the 
organization; budget restriction; experience of users and personnel; quality of 
services; market needs; etc. For instance, Magal et al. investigated 26 critical 
success factors for information centers managers, and extract 5 composite criti
cal success factors as follows [336] : (1) commitment to information centers; (2) 
quality of support services for information centers; (3) facilitation of end-user 
computing; (4) role clarity; and (5) coordination of end-user computing. 

The study of IS by Raghunathan and Raghunathan is based on the following 
8 planning objectives [405]: (1) predicting offuture trends; (2) improving short
term IS performance; (3) improving long-term IS performance; (4) improving 
decision making; (5) avoiding problem areas; (6) increasing user satisfaction; 
(7) improving system integration; and (8) improving resource allocation. Keen 
has described a set of requirements to DSS from a user viewpoint [241): (a) 
increasing the initial set of alternatives; (b) better understanding of an ana
lyzed business; (c) adaptation to expected situations; (d) ability to carry out ad 
hoc analyses; (e) new insights and learning; (f) improved communication and 
teamwork; (g) better control; (h) saving of resources (e.g., money and time); 
(i) receiving better decisions; etc. Hamilton and Chervany examined several 
viewpoints to IS evaluation as follows: user personnel, MIS development per
sonnel, management personnel, and internal audit personnel [195] . Farn and 
Lo executed the detail analysis of selection requirements for IS including in
dependence of files, data security, high level language interface, installation 
experience, etc. [142). Reimann and Waren proposed user-oriented criteria for 
the selection of DSS software [415]. Lucas proposed a special framework to 
DSS evaluation [333]. An analysis of effectiveness measures for DSS has been 
executed in [513). 

In our consideration, outlined criteria sets correspond to examined parts of 
IS (software, hardware, data, communication, etc.). 
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A 
Human resource 
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Al(3) 
Al(2) 
A2(2) 
A4(1) 

R= V*H 
Computer resource 

x 
Duplicating 
equipment 

Xl(l) 

W 
Wl (3) 
WI (2) 
W2(1) 

Rl = V3 * Hl(2) 
R2 = V3 * H2(1) 

V=O*P*U*B 
Software 

VI = 0 3 * PI * U2 * B3(2) 
V2 = 0 3 * P2 * U2 * B3(3) 
V3 = 0 1 * PI * U2 * B3(1) 
V4 = 0 1 * P2 * U2 * B3(2) 

X2(1) 

X3(3) 1 = M * L * G 
Information 
resource 

It = M7*L7*Gl (1) 
12 = Ms * Ls * G2 (1) 
13 = M6 * Ls * G 2 (1) 

H=E*D*C*Q*T 
Hardware L 

HI = E3 * D2 * C4 * Q3 * Ts(2) 
H2 = E3 * D3 * C4 * Q3 * Ts(2) 

DB on 
marketing 

Ml(2) 
M2(2) 
M3(3) 
M4(3) 
Ms(l) 
M6(1) 
M7(2) 

DB on 
law 
Ll(2) 
L2(2) 
L3(2) 
L4(3) 
Ls(l) 
L6(2) 
L7(2) 

D C 
External CDROM Com-
communi- Dl (4) puters 
cation D2(2) C l (4) 
El(l) D3(2) C2(4) 
E2(3) C3 (2) 
E3(1) C4 (1) 

o 
Opera
tion 
system 
0 1(1) 
O2 (3) 
0 3 (2) 

Telecom. 
package 
Pl(l) 
P2(1) 
P3(2) 
P4(3) 
Ps(3) 
P6(3) 
P7(2) 

U 
Intel
lectual 
Interface 
Ul(3) 
U2 (1) 
U3(2) 
U4(3) 
Us(2) 
U6 (2) 
U7 (3) 
Us(2) 

Q T 
Equipment Trans
for LAN mISSIOn 

Ql (3) Tl (3) 
Q2(2) T2(3) 
Q3(1) T3(1) 

T4(1) 
Ts(1) 
T6(2) 

B=J*N*K 
DBMSs 

Domain DBs 
Gl = Y7 * Z4(3) 
G2 = Ys * Z4(1) 
G3 = Y6 * Z4(2) 

Bl = J4 * Nl * K3(3} 
B2 = J4 * Nl * Ks(3) 
B3 = h * Nl * Ks(l) Y Z 

Engi- Ecology 
K neering Zl(3) 

External Hyper- Local Yl (2) Z2(3) 
DBMS text DBMS Y2(2) Z3(3) 
h(3) Nl(l) Kl(2) Y3(3) Z4(1) 
h(2) N2(2) K2(2) Y4(3) 
h(l) N3(1) K3(1) Ys(l) 
J4(2) N4(1) K4(3) Y6(1) 

Ns(4) Ks(l) Y7(2) 
Fig. 8.2. Structure of strategy for information center 
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Table S.4. Compatibility factors for connected components 

Components Compatibility factors 

1. Operation System (0) & Multi-tasks 
Telecommunication Package (P) 

2. Operation System (O)&Interface (U) Software compatibility 
3. Operation System (0)& DBMS (B) Software compatibility 
4. External (J)& local DBMSs (K) Software and data format 

interface 
5. External DBMSs (J)& Software and data format 
Hypertext system (N) interface 

6. Internal DBMSs (K) & Software and data format 
Hypertext system (N) interface 

7. Telecommunication Constant (5) 
Package (P) & Interface (U) 

S. Telecommunication Constant (5) 
Package (P) & DBMS (B) 

9. Interface (U) & DBMS (B) Constant (5) 
lO.External Communication (E) & Constant (5) 
CD ROM (D) 
1l.External Communication (E) & Required resource for 
Computers (C) interface 
I2.External Communication (E) & Constant (5) 
Equipment for LAN (Q) 

l3.External Communication (E) & Constant (5) 
Transmission (T) 
l4 .CD ROM (D) & Computers (C) Constant (5) 
I5.CD ROM(D)& Equipment for LAN(Q) Constant (5) 
I6.CD ROM (D) & Transmission (T) Constant (5) 
I7.Computers (C)& Required resource for 
Equipment for LAN (Q) interface 
IS.Computers (C) & Transmission (T) Required resource for 

interface 



www.manaraa.com

INFORMATION SUPPORT AND DESIGN 209 

Continuation of Table 8.4 

Components Compatibility factors 

19.Equipment for LAN (Q) Software and hardware 
& Transmission (T) interface 

20.Software (V) & Hardware (H) Constant (5) 
21.Engineering (Y) & Computer resource (-2), 
ecology DBs (Z) semantic whole (5), 

speed (4) 
22.Marketing DB (M) Computer resource (-2), 
& Law DB (L) semantic whole (5), 

speed (4) 
23.Marketing DB (M) Computer resource (-2), 
& Problem DB (G) semantic whole (5), 

speed (4) 
24.Law DB (M) & Problem DB (G) Computer resource (-2), 

semantic whole (5), 
speed (4) 

25.Computer resource (R) & Constant (5) 
duplicating equipment (X) 

26.Computer resource (R) Constant (5) 
& Information (I) 

27.Duplicating equipment (X) Constant (5) 
& Information (I) 

28.Human resource (A) & Experience of staff 
Computer resource (R) 

29.Human resource (A) & Experience of staff 
Duplicating equipment (X) 

30.Human resource (A) & Experience of staff 
Information (I) 

31.Product for market W & Experience of staff 
Human resource (A) 

32.Product for market W & Technical support 
Computer resource (R) 

33.Product for market W & Technical support 
duplicating equipment (X) 

34.Product for market W & Semantic whole 
Information (I) 
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8.3.3 Composing of Integrated DBMSs 

Criteria and their weights, aggregate criteria for DBMSs, estimates, compati
bility, and composite DA's are presented in Tables 8.5, 8.6, 8.7, 8.7, and 8.8, 
accordingly. 

Table 8.5. Criteria 

Criteria Weights 

K INIJ 
Cost -3-3-3 
Experience 5 5 
Developed applications 5 1 
Speed 1 
Complexity of installation 2 
Universal access 5 
Multi-base mode 6 

Table 8.6. Aggregate criteria for B 

Criteria Weight Specification 

Fbl Cost -1 Fjl + Fkl + Fnl 
Fb2 Complexity of installation 3 min(Fk2, Fjs) 
Fb3 Multi-base access mode 4 Fj1 
Fb4 Developed applications 3 max(Fk3, Fn3 ) 
FbS Compatibility 4 w 
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Table 8.7. Estimates 

DA's Criteria 

1 12 13 14 15 16 17 

Kl 5 2 2 1 
K2 5 3 2 2 
K3 1 2 2 3 
K4 3 0 1 3 
Ks 5 2 3 3 
Nl 3 3 2 
N2 3 1 1 
N3 7 2 3 
N4 1 0 3 
Ns 5 0 0 
J1 0 0 0 0 
h 2 5 1 0 
h 4 3 3 1 
J4 6 1 5 0 

Table 8.8. Compatibility 

KII K21 K31 K41 Ksl Nil N21 N31 N41 Ns 

J1 2 2 2 2 2 3 2 1 1 2 
h 3 3 3 2 3 3 2 1 1 2 
h 2 2 2 2 3 3 2 1 1 2 
J4 4 4 4 2 4 4 2 1 1 2 
Kl 5 2 1 1 2 
K2 5 2 1 1 2 
K3 5 2 1 1 2 
K4 4 2 1 1 2 
K5 5 2 1 1 2 
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Table 8.9. Composite DA's for B 

DA's Criteria N 

1 121314 

B t = J4 * K3 * Nt 10 1 02 (4;2,1,0,0) 
B2 = J4 * K5 * Nt 14 1 03 (4;2,1,0,0) 
B3 = h * K5 * Nt 12 2 1 3 (3;3,0,0,0) 

8.3.4 Composing of Software 

Criteria and their weights, aggregate criteria for software, estimates, compat
ibility, and composite DA's are presented in Tables 8.10, 8.11,8.12,8.13, and 
8.14, accordingly. 

Table 8.10. Criteria 

Criteria Weights 

Ul pi a 
Fut Cost -1-1-3 
Fu2 Experience 1 5 
Fu3 Knowledge base 1 
FU4 Multi-base access 1 
Fu5 User's model 1 
Fp2 Volume of required memory -3 
Fp3 Scenario of dialogue 4 
Fp4 Multi-equipment 4 
Fp5 Consulting service 6 
Fo3 Multi-task mode 5 

Table 8.11. Aggregate criteria for V 

Criteria Weight Specification 

Fut Cost -1 Fol + Fpl + Fut + Fbi 

Fu2 Experience, service, installation 3 min(Fo2' F p8 , F u2 , F b2 ) 

Fv3 Possible extension 3 expert judgement 
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Table 8.12. Estimates 

DA's Criteria 

11213141516171819110 

Ul 4 0 3 0 0 
U2 4 2 0 4 0 
U3 10 0 2 5 2 
U4 2 0 1 0 0 
Us 6 1 2 3 0 
Us 8 1 4 3 0 
U7 6 0 2 3 0 
U8 8 1 3 4 0 
PI 10 10 1 0 1 
P2 10 10 1 0 1 
P3 5 5 0 0 1 
P4 10 15 1 0 0 
Ps 5 15 1 0 0 
Ps 20 10 0 0 1 
P7 20 20 1 0 1 
0 1 1 1 0 
O2 6 0 1 
0 3 4 0 1 

Table 8.13. Compatibility 

Pl ... P7 1 Od 0 21 0 3 1 B11 B21 B3 

U1 • . U8 5 3 4 3 5 5 5 
Pl· .Ps 5 1 5 5 5 5 
Ps 2 5 3 5 5 5 
P7 2 5 3 5 5 5 
0 1 5 2 2 
O2 2 4 4 
0 3 3 4 4 
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Table 8.14. Composite DA's of V 

Composite DA's Cr N 

1 I 2 I 3 

VI = 0 3 * PI * U2 * B3 32 0 4 (5;3,1,0,0) 
V2 = 0 3 * PI * U2 * B3 32 0 3 (5;3,1,0,0) 
V3 = 01 * PI * U2 * B3 27 1 3 (2;4,0,0,0) 
V4 = 01 * P2 * U2 * B3 27 1 2 (2;4,0,0,0) 

8.3.5 Composing of Hardware 

Criteria and their weights, aggregate criteria for hardware, estimates, compat
ibility, and composite DA's are presented in Tables 8.15, 8.16, 8.17, 8.18, and 
8.19, accordingly. 

Table 8.15. Criteria 

Criteria Weights 

TI QI CI~E 
Ftl Cost -3 
Ft2 Multi-network mode 5 
Fql Network dimension -1 
Fq2 Speed 1 
Fq3 Interface with network 3 
Fq4 Quantity of PCs 4 
Fel Cost 1 1 1 
Fe2 Automation level 4 
Fc3 Internal base support 7 
Fc4 Multi-user mode 6 
Fe5 Work in external network 5 
Fd2 Read mode 5 
Fd3 Write mode 2 
F.2 Start interval -3 
F.3 Quality of communication 2 
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Table 8.16. Estimates 

DA's Criteria 

11213141516171819110111112113114115 

T1 None 00 
T2 Modem 30 
T3 Modem&fax-plate 4 1 
T4 Fax-modem 4 1 
Ts Modem&network plate 5 1 
Ts Modem&equipment 7 1 

for X.25 
Q1 Adapter for Ethernet 1 1 1 2 
Q2 Adapter for Arcnet 3233 
Q3 Adapter for Pcnet 3435 
C1 2 IBM PC 2 1 1 2 1 
C2 5 IBM PC 3 2 3 5 1 
C3 7 PC& LAN 8 5 10 10 5 
C4 10 PC&Mini computer 13 6 15 15 5 
D1 None 0 0 0 
D2 Read mode 4 1 0 
D3 Read&write modes 30 1 1 
E1 None 0 0 0 
E2 Switch channel 3 5 1 
E3 Network channel 1 1 5 

Table 8.17. Compatibility 

QI ... Q3 ICII C2IC3IC4ID1 ... D3 lEI I E21 E3 

T1··T4 2 2 1 5 5 5 5 5 5 
Ts .. Ts 5 2 1 5 5 5 5 5 5 
Q1 .. Q3 2 1 5 5 5 5 5 5 
C1 5 1 4 4 
C2 5 1 3 3 
C3 .. C4 5 1 5 5 
Dl .. D3 5 5 5 
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Table 8.18. Aggregate criteria for H 

Criteria Weight Specification 

Fhl Cost -1 Fe7 + Fd7 + Fe7 + FI7 
Fh2 Experience, service, installation 3 expert judgement 
Fh3 Possible extension 4 expert judgement 
Fh4 Possibility of new product 4 FdI3 

or service development 

Table 8.19. Composite DA's for H 

DA's Criteria N 

1 I 2 I 3 I 4 

HI = E3 * D2 * C4 * Q3 * Ts 26 2 3 0 (5; 4, 1, 0,0) 
H2 = E3 * D3 * C4 * Q3 * Ts 52 1 3 1 (5; 4,1 , 0,0) 

8.3.6 Composing of Computer Resource 

Compatibility between DA's of V and H equal to 5, because all DA's are 
compatible. Aggregate criteria for computer resource (R) are presented in 
Table 8.20. 

Table 8.20. Aggregate criteria for R 

Criteria Weight Specification 

Fri Cost -1 Fhl + Fvl 
Fr2 Possible 4 min(Fh3 , Fv3) 

extension 
Fr3 Possibility of 4 (Fh4 

new product 
or serVIce 
development 
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Table 8.21. Composite DA's for R 

DA's Criteria N 

11 21 3 

Rl = V3 * Hl 53 3 1 5;1,1,0,0 
R2 = V3 * H2 79 3 1 5;1,1,0,0 

8.3.7 Composing of Problem Databases 

We examine problem databases for the two following domains: engineering 
(Y) and ecology (Z) . Criteria and their weights, estimates, and aggregate 
criteria for G are presented in Tables 8.22, 8.23, and 8.24, accordingly. Table 
8.25 contains compatibility between DA's of Y and Z. Each element of this 
table consists of preliminary estimates upon three compatibility factors (Table 
8.4) and a resultant ordinal estimate (after symbol 'I') that was computed by 
multicriteria ranking. 

Table 8.22. Criteria 

Criteria Weight 

ylZ 
Cost -3 -3 
Quality of service 5 5 
Up-date support -5 -5 
Required computer resource -3 -3 
Completeness of data 6 

Table 8.23 . Aggregate criteria 

Criteria Weight Specification 

Fgl Cost -3 Fill + Fzl 
Fg2 Quality of service 5 FII2 + Fz2 
Fg3 Up-date support -5 min(FII3 , Fz3 ) 
Fg4 Required computer resource -3 FII4 + Fz4 
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Table 8.24. Estimates 

DA's Criteria 

11 2 1 3 14 1 5 

Y1 None 0 0 0 0 0 
Y2 Catalog 1 1 1 1 1 
Y3 Internal base 3 2 3 3 2 
Y4 Internal base & catalog 4 3 4 4 2 
Ys External base 3 3 1 1 5 
Y6 External base & catalog 5 4 1 2 5 
Y7 Internal & external bases, catalog 7 7 4 4 5 
Zl None 0 0 0 0 
Z2 Internal base 3 2 3 3 
Z3 External base 3 3 1 1 
Z4 Internal & external bases 7 7 4 4 

Table 8.25. Compatibility 

ZI 1 Z2 1 Z3 1 Z4 

Y1 0,0,0/1 5,0,1/1 0,0,0/1 4,0,0/1 
Y2 1,0,0/1 5,1,1/2 1,1,1/2 5,2,1/2 
Y3 4,0,0/1 8,4,6/3 4,4,3/3 8,5,6/4 
Y4 5,0,0/1 9,4,6/3 5,4,3/3 9,5,6/4 
Ys 0,0,0/1 4,5,3/4 0,5,2/4 4,6,3/4 
Y6 1,0,0/1 5,5, 3/4 1,5,2/4 5,6,3/4 
Y7 5,0,0/1 9,6,6/4 5,6,3/4 9,7,6/5 

Table 8.26. Composite DA's for G 

DA's Criteria N 

1 1 2 1 31 4 

G1 = Y7 * Z4 14 14 4 8 (5;1,1,0,0) 
G2 = Ys * Z4 10 10 1 5 (4;2,0,0,0) 
G3 = Y6 * Z4 12 11 2 6 (4;2,0,0,0) 
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8.3.8 Composing of Information Resource 

In our example, we consider information resource as a composition of problem 
DB's and two specific DB's as follows: database on marketing and database on 
law. Criteria, aggregate criteria for I, estimates upon criteria are presented in 
Tables 8.27, 8.28, 8.29. Tables 8.30, 8.31 contain compatibility. Each element 
of these tables consists of preliminary estimates upon three factors (Table 8.4) 
and a resultant ordinal estimate (after symbol 'I') that was computed by mul
ticriteria ranking. Compatibility for G and L, and G and M are coincided. 
Table 8.32 presents composite DA's for I . 

Table 8.27. Criteria 

Criteria Weight 

MI L 

Cost -3 -3 
Quality of service 5 5 
Up-date support -5 -5 
Required computer resource -3 -3 
Access to data relations 5 7 

Table 8.28 . Aggregate criteria 

Criteria Weight Specification 

Fil Cost -3 F/1 + Fml + Fgl 
Fi2 Quality of service 5 F/2 + Fm2 + Fg2 
Fi3 Up-date support -5 min(F/3, F m3 , F g3 ) 

Fi4 Required computer resource -3 F/4 + Fm4 + Fg4 
Fi5 Compatibility 5 w 
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Table 8.29. Estimates 

DA's Criteria 

IJ 2 1314 15 
Ml None ° 0 0 ° ° M2 Catalog 1 1 1 1 ° M3 Internal base 3 2 3 3 1 
M4 Internal base & catalog 4 3 4 4 1 
M5 External base 3 3 1 1 3 
Ms External base & catalog 5 4 1 2 3 
M7 Internal & external bases, catalog 7 7 4 4 3 
Ll None 0 0 0 ° 0. 
L2 Catalog 1 1 1 1 ° L3 Internal base 3 2 3 3 1 
L4 Internal base & catalog 4 3 4 4 1 
L5 External base 3 3 1 1 3 
L6 External base & catalog 5 4 1 2 3 
L7 Internal & external bases, catalog 7 7 4 4 3 

Table 8.30. Compatibility 

Ml I M2 I M3 I M4 I Ms I M6 I M7 

LI 0,0,0/0 1,0,0/0 4,0,0/0 5,0,0/0 0,0,0/0 1,0,0/0 5,0,0/0 
L2 1,0,0/0 2,1,0/2 5,1,1/3 6,2,3/3 1,2,0/3 2,2,0/3 6,2,3/4 
L3 4,0,0/0 5,4,1/3 8,4,6/3 9,6,6/3 4,6,3/3 5,5,1/3 9,5,6/4 
L4 5,0,0/0 6,4,4/3 9,4,6/3 10,7,6/5 5,7,4/4 6,5,5/4 10,7,7/5 
Ls 0,0,0/0 1,5,2/3 4,5,3/3 5,6,3/4 0,6,3/4 1,6,4/4 5,6,3/4 
L6 1,0,0/0 2,5,2/3 5,5,3/3 6,6,3/4 1,6,3/4 2,6,4/4 6,6,3/4 
L7 5,0,0/0 6,6,4/4 9,6,6/4 10,8,7/5 5,7,4/4 6,7,5/4 10,8,7/5 

Table 8.31. Compatibility 

LdMI I L2/M2 I L3/M3 I L4/M4 I Ls/Ms I L6/M6 I L7/M7 

G1 5,0,0/1 6,2,3/2 9,6,6/4 10,7,6,4 5,6,3/4 6,6,3/4 10,7,7/5 
G2 0,0,0/1 1,2,0/2 4,6,3/4 5,7,4/4 0,6,3/4 1,6,3/4 5,7,4/4 
G3 1,0,0/1 2,2,0/2 5,5,1/3 6,5,5/4 1,6,4/4 2,6,4/4 6,7,5/4 
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Table 8.32. Composite DA's for 1 

DA's Criteria N 

11 2 131 4 

11 = M7 * L7 * 01 28 28 4 16 (5;0,2,1 , 0) 
12 = M5 * L5 * O2 16 16 1 7 (4; 0,3,0, 0) 
h = M6 * L5 * O2 18 17 1 9 (4;0,3,0,0) 

8.3.9 Composing of Resultant Strategies 

Criteria and their weights for components of resultant strategy are presented 
in Table 8.33. Table 8.34 contains estimates of DA's. Compatibility of DA's, 
and resultant composite DA's are presented in Tables 8.35 and 8.36 accord
ingly. Fig. 8.3. depicts composite DA's at the space of excellence. Here 
we do not examine estimates and ranking of resultant composite DA's. An 
additional analysis of resultant decisions may involve expert judgement, mul
ticriteria ranking, bottleneck revelation, and action improvement. Table 8.37 
presents some bottlenecks and improvement actions. 

Table 8.33. Criteria 

Criteria Weights 

AIXfW 
Cost -3-3-3 
Quality 4 
Time before start -4 
Phychological conflict -5 
Productivity 2 
Service 5 
Requirements to staff 3 4 
Possibility of new market 3 3 
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Table 8.34. Estimates 

DA's Criteria 

11 21 3[41 51 6 J 71 8 

Al Previous staff 0 1 7 3 0 1 
A2 Training previous staff 2 3 4 2 1 2 
A3 Combination of previous 4 4 1 1 2 2 

training staff, and new staff 
A4 New staff 6 5 0 5 3 1 
Xl None 0 0 2 
X2 Equipment 1 2 2 2 
X3 Equipment 2 3 4 1 
WI None 0 0 0 
W2 Print materials (e.g., brochure) 2 3 1 
W3 Hypertext system 2 5 3 

Table 8.35. Compatibility 

XII X21X31 RII R21 Wll W21 W31 II 112 113 

Al 5 4 4 1 1 5 3 0 1 1 1 
A2 5 5 5 3 3 5 5 3 3 3 3 
A3 5 5 5 5 5 5 5 5 5 5 5 
A4 5 5 5 5 5 5 5 5 4 4 4 
XI 5 5 5 0 3 5 5 5 
X2 5 5 5 4 5 5 5 5 
X3 5 5 5 5 5 5 5 5 
RI 5 4 3 5 5 5 
R2 5 5 5 5 5 5 
WI 5 5 5 
W2 5 2 2 
W3 5 2 2 

Table 8.36. Composite DA's for 5 

DA's N 

51 = A3 * W3 * R2 * X2 * It (5;4,1,0,0) 
52 = A4 * W3 * R2 * X2 * It (4;5,0,0,0) 
53 = A4 * W3 * R2 * X2 * 12 (4;5,0,0,0) 
54 = A4 * W3 * R2 * X2 * 13 (4;5,0,0,0) 
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Wo = 4 

Ideal point 
I 

Wo = 5 

Fig. 8.3. Space of system excellence 

Table 8.37. Bottlenecks and improvements 

Composite DA's Bottleneck 

DA Ins 

Sl = A3 * W3 * R2 * X 2 * Ii A3 
A 4 *W3 *R2 *Xl *h (W3,XI) 
A4 * W3 * R2 * Xl * h (W3,XI) 
A4 * W3 * R2 * Xl * Ia (W3,XI) 

8.4 SUMMARY 

Action 
w/r 

2~1 

3~4 

3~4 
3~4 

In this chapter, we have described three issues as follows: 
(i) information support of morphological design, 
(ii) combinatorial planning and synthesis in information retrieval, and 
(iii) design/planning and reengineering of information systems. 
The importance of the second issue may be increased for multimedia systems 

and Internet applications. In this case, it will be reasonable to use multi
period series-parallel planning too. Our example for information systems is 
understandable for many readers and can be considered as a basic one for close 
applications . 
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9 SOME ORGANIZATIONAL ISSUES 

9.1 DESIGN FLOW 

Our hierarchical morphological approach (e.g., HMMD) implements an envi
ronment of distributed cooperative work. Organizational issues of cooperative 
work include the following ([128), [153), [251)' [274], [480), [485), [490], etc.): 

(a) organizational structuring on the basis of general framework; 
(b) control and planning; 
(c) coordination; 
(d) conflict avoidance and resolution; and 
(e) negotiation. 
Structuring the design tasks in a complex project is the crucial basis of 

design processes ([98), [135), [490], etc.). HMMD implements cascade flexible 
design strategy (reconvergent) that is based on a hierarchical (tree-like) model 
of designed system and consists of two major stages which are sequenced in an 
iterative manner (Fig. 9.1): 

(i) start stage (divergent part), and 
(ii) work stage (convergent part). 

225 
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This specifies the type of design flow. Many investigators have been exam
ined similar design schemes ([98], (113), [332], [367], (387), (480), (528), etc.). 

Let us note that the first stage is executed by specialists with system think
ing, and at the second stage decision-oriented specialists have to be used. 
HMMD provides an iterative combination of their activities. Essentially, at 
the first stage of HMMD the system specialist develops a hierarchical model 
of the design system and directs design processes into domains and decisions 
including sets of local decisions. 

Designed System 

System's components 

T 
START STAGE 

( divergent) 

1 

T 
WORK STAGE 

( convergent) 

1 
Fig. 9.1. Design phase of HMMD as cascade strategy 

9.2 ROLES OF SPECIALISTS 

The design team can have many tasks, including the following: problem defini
tion and exploration; specification of criteria and constraints; and generation, 
evaluation and selection of alternatives ([116), (215), etc.) . Adelson introduced 
the following impasses in group work situations: goal decomposition, goal refor
mulation, allocation of limited resources, role interdependence, and role conflict 
[3]. In fact, there exist two main types of conflicts by the reason: (i) psycho
logical conflict and (ii) professional conflict . Evidently, these reasons are mixed 
in real situations. 

Usually we face the following professional conflict situations: 
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1. Between high-level specialists (system thinking) and bottom-level ones. 
The specialists see different things into height (different system thinking and 
design styles). 

2. Between specialists from different product life cycle stages. The special
ists see things from different viewpoints (R & D, manufacturing, marketing, 
and utilization). 

3. Between specialists from different design disciplines. The specialists see 
different things and different professional aspects (e.g., mechanics, software, 
human engineering, etc.). 

4. Between specialists in a design discipline (domain). The specialists see 
different levels of a thing into depths because they have different professional 
levels, knowledge and experience. 

To avoid, and to resolve the professional conflicts it is reasonable to use 
special organizational approaches and support procedures for modeling and 
information aid ([218], etc.). 

On other hand, the issues of human factors require the special study. Let us 
reveal the following major tasks of this kinds ([193], [324], [373], etc.): 

(i) user's diagnosis; 
(ii) user's training; and 
(iii) selection and allocation of specialists into stages and roles of design 

process. 
First let us consider some issues of design team organization. It is very 

important to develop environments which provide effective integration of sev
eral domain specialists for complex multi-disciplinary synthesis problems ([113], 
[247], [373], etc.). 

Note that the tree-like model of designed systems and its hierarchical de
scription, which plays a central information role in HMMD, is an analogue 
of a hierarchical blackboard for collaboration of design team participants and 
support relationships and channels of communication among the various partic
ipants. Here we consider a four level fragment of a hierarchical system (Table 
9.1) including corresponding basic tasks . In this fragment, we consider the 
following types of specialists: 

(1) specialists of system level - top level specialists or personnel (PI); 
(2) specialists of stages of life cycle product (stage level personnel - PI) ; 
(3) specialists of subsystem level (for each stage) - middle level personnel 

(pm); and 
(4) domain specialists of component level - bottom level personnel (PC). 
In addition, we introduce external personnel pe. Obviously, considered four

level fragment may correspond to different system hierarchical fragments. In 
Table 9.1, formulae p' &P" denotes major personnel (p') and auxiliary per
sonne (P") who participates in the process under consideration also. It is 
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implied that initial generation of a decision model is executed by pt . Fig. 9.2 
depicts an example of specialists allocation for four-levels system (the 2nd in
dex of P denotes subsystems 1, 2, 3, 4 and system components a, b, c, d, e, /, 
g, and h). 

We use the following designations: 
Cr - specification of criteria; 
Co - specification of constraints; 
In - specification/evaluation of interconnection (compatibility between com-

ponents); 
Ra - ranking DA's; 
Ev - evaluation of DA's upon criteria; 
Cm - composition of DA's at the higher levels; 
An - analysis of composite DA's; and 
Ge - generation of DA's at the bottom level. 

Table 9.1. Relationship of task&specialists 

Task I Specialists I Task I Specialists 

Top system level 
Cr pe &pt Ra pt &P' 
Co pe&pt Ev pt&p' 
In pt&P' Cm pt&P' 

An pt&P' 
Life cycle stage system level 

Cr pt&P' Ra p'&pm 
Co pt&P' Ev p'&pm 
In p'&pm Cm p'&pm 

An p'&pm 
Middle system level 

Cr p'&pm Ra pm&pb 
Co p'&pm Ev pm&pb 
In pm&pb Cm pm&pb 

An pm&pb 

Bottom system level 
Cr pm&ph Ra pb 
Co Ev ph 
In Ge ph 
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System pe,pt 

Part 1 Pi,P' Part 2 

Subsystem 1 Subsystem 2 Subsystem 3 
a*b 

pt 
1 

P[" 

a 

P[" 
pt 

b c 

c*d 
pt 

1 

Pf' 

Pf' 
pj 

d e 

e*f 
pt 

2 pm 
3 

pm 
3 

p b 

f J 

Pi,P' 

Subsystem 4 
g*h 

pt 
2 pm 
4 

Fig. 9.2. Specialist allocation for four-levels design process 

The following characteristics may be used for an analysis of designers ([98], 
[294], [440], etc.): 

(a) professional level (knowledge, experience, skills); 
(b) design style (convergent, divergent); 
(c) creativability ; and 
(d) ability to system thinking. 
Quinn et al. have analyzed professional intellect that consists of the following 

analogical components [404]: 
(1) advanced skill (know-how); 
(2) cognitive knowledge (know-what); 
(3) self-motivated creativity (care-why); and 
(4) systems understanding (know-why). 
Morse and Hendrickson examined the following major roles in design pro

cesses [373): 
(a) project manager (issues of budget, project scope and definition, schedule, 

etc.); 
(b) project engineer or design coordinator (maintains the global perspective 

and decision-making authority to direct an integration of local decisions in 
accordance with overall project objectives); and 

(c) design agent (technical knowledge to produce locally efficient designs). 
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Note that F .P. Brooks has considered close basic roles (e.g., system archi
tect, coordinators, and local specialists) for very large projects [64]. In HMMD, 
these three roles correspond to the following: (a) pe; (b) pI; and (c) pm and 
pb. Liebisch and Jain consider four similar roles: framework administrator, de
sign methodology manager, project manager, and design engineer [324]. Hales 
identified nine roles for design processes as follows [193]: 

(a) general roles (project promoter; team builder and leader; and coordinator 
and negotiator); and 

(b) roles being linked to specific design phases of design processes (cross
examining consultant; design project manager; creative designer; concept de
veloper; detail designer; and drafting supervisor and draftperson) . 

In our case, the role of specialist can be referred to the system level, system 
component, and phase of the design process. Note that the correlations above 
are not synonymous: pe corresponds to general roles, ans pb corresponds to 
detail designers. System specialists (PI) correspond to cross-examining consul
tants (exploration of compatibility, etc.) and concept developers. Some roles 
are required at all levels: 

(a) the coordinator and negotiator are required at every level for the tasks 
as follows: In, Cm, Co, and An; 

(b) creative designers can execute operation Ge; 
(c) concept developers design the system model, a hierarchy of criteria (Cr), 

etc. 
The decomposition of a role set is oriented to take into account limits of 

specialists ([357], etc.). 

9.3 ANALYSIS AND TRAINING OF SPECIALISTS 

Here let us consider approaches to the analysis, diagnosis, and training of spe
cialists (users). It is an important auxiliary stage of design team organization. 
Generally, it is reasonable to list basic operations of traditional logic as follows 
[533]: 

1. Definition. 
2. Comparison and discrimination . 
3. Analysis. 
4. Abstraction. 
5. Generalization. 
6. Forming close concepts. 
7. Subsumption. 
8. Forming proposition. 
9. Forming inference. 
10. Forming syllogisms. 
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Wertheimer has suggested that the ability to carry out these operations cor
responds to a mark of intelligence [533J. Thus it is reasonable to analyze the 
ability of a specialist to operations above. On the other hand, often it is neces
sary to investigate various professional fields. Also, we take into account human 
knowledge on several technological components of human-computer systems as 
follows: (1) domain; (2) conceptual solving strategy; (3) mathematical models; 
(4) algorithms and man-machine procedures; (5) software; (6) hardware; and 
(7) information. 

Many investigations use a similar approach and it relates with conceptual 
modeling ([72], [433], etc.). Fig. 9.3 demonstrates a morphological scheme of a 
specialist. Our morphological description is based on three levels of specialist 
knowledge by Piaget [395J: (a) preobjective and preoperational; (b) certain 
objects and operations; and (c) abstract objects and operations. 

Similar levels 

detailed/specific/ concrete operations <==> global/ general/ abstract ones 

are applied in some other studies ([433], etc.). For example, Powell examined 
three approaches: (i) experimental learning style model of Kolb [257J, (ii) model 
for learning, and (iii) cognitive development of Piaget [396J. As a result, he 
proposed the following designer's self-informing styles: (1) contemplative; (2) 
focused; (3) dynamic; and (4) rigorous [401J. 

In our opinion, an analysis of the morphological scheme for certain special
ist(s) is significant preliminary stage for the selection, training and allocation. 
In addition, revelation of user's profiles is the basis for system adaptation in 
on-line modes. 

Thus it is reasonabie to use the following factors to analyze kinds of special
ists ([294], [98], [401], [416], [417], etc.): 

(a) domains (type, stage, and level of design information); 
(b) major type of self-informing styles: (i) contemplative; (ii) focused; (iii) 

dynamic; and (iv) rigorous; 
(c) knowledge on design strategies, design algorithms, and/or procedures; 
(d) two types of thinking: (i) analytical, systemic or scientific, and (ii) 

problem-oriented or decision-oriented thinking; 
(e) cognitive style, i.e., ability to think relatively context free field-independent 

or only field-dependent; (it is interesting to note that it is possible to meet some 
specialists of the third kind: technique/method-oriented). 

Strategies of training are based on the following transformation: 

Initial Specialist(s) ===> Target Specialist(s). 
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The planning of the transformation may be considered as a combination of 
the following standard operations [382] : (i) directive indications; (ii) explana
tions; (iii) observation of examples; and (iv) discovery. Also, the HMMD may 
be used for the construction of the transformation learn strategy. 

Knowledge & Level of specialist 
experience on knowledge (by J. Piaget) 
technological 
components 

Preobjective Certain Abstract 
& preopera- objects& objects& 
tional (A) operations (B) operations (C) 

Problem @==> * 
domain / 

/ 
Conceptual / 
solving / @ * 
schemes / 
Models @==> 

/ 
/ * 

/ 
Algorithms, / man-machine @==> * 
procedures / 

/ 
Software * ==> / @ 

/ 
Hardware / @ * 

/ 
Design / @ * 
information / 

* and @ correspond to two examples 

Fig. 9.3. Morphological scheme of a specialist 
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9.4 DESIGN OF TEAM 

Here we consider a team consisting of the four elements (Fig. 9.4): 
1. Leader L (e.g., principal researcher, author of project, and "surgeon"). 

This role corresponds to the following: generation of basic ideas, specification 
to project elements, preparation of technical documentation, etc. 

2. Researcher R or the 2nd pilot (the 2nd "I" of the leader). 
3. Manager M (responsibility for personnel, salaries, premises, marketing 

strategies, etc .) . 
4. Detail designer D (design of project parts) . 

I 
5=L*R*M*D 
5' = L3 * R3 * M3 * D3 

1 L I R 1M 1 D 
Leader Researcher Manager Designer 

L1 (2) R1(2) M1(3) D1(3) 
L2(3) R2(3) M2(3) D2(3) 
L3(2) R3(1) M3(2) D3(1) 

Fig. 9.4. Hierarchical structure of team (priorities 
of DA's are shown in brackets) 

Our basic requirements are the following: 
I. Professional requirements: 

1.1 Educational background and experience in the following: engineering 
(Fd, scientific research (F2 ), management (F3), and foreign languages (F4) . 

1.2 Erudition (Fs) . 
1.3 Ability to the analysis and diagnosis of engineering and scientific sit

uations and directions (including possible implementation, conflicts, and fore
casting) (F6) . 

1.4 Creativity, including the following: generation of new ideas, concept~, 
non-habitual decisions (creativability) (F7), and ability to system thinking (Fs). 

II. Organizational requirements: 
2.1 Planning (F9) ' 
2.2 Allocation of specialists (FlO)' 
2.3 Education and training of team members (Fll)' 
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III. Socio-psychological features: 
3.1 Justice and honesty (FI2 ). 
3.2 Politeness (FI3 ). 
3.3 Attention to colleagues (FJ4) . 
3.4 Communication skills (FI5). 
3.5 Humor (FI6). 

Table 9.2 contains weights of criteria with taking into account roles above. 

Table 9.2. Criteria 

Criteria Weights 

LI RI MI D 

FI 5 5 0 5 
F2 3 3 0 0 
F3 3 0 5 0 
F4 3 2 4 0 
F5 4 0 0 0 
F6 4 3 4 0 
F7 5 3 0 0 
Fs 4 3 2 0 
Fg 4 0 4 2 
FlO 4 0 4 0 
Fll 5 0 3 0 
FI2 5 5 5 5 
FI3 4 0 5 0 
FI4 3 0 5 0 
FI5 3 3 5 3 
FI6 3 3 3 0 

The following basic DA's are considered: L I, L2, R I, R2, R3, M I , M2, D I , 

D2 , and D3 . In addition, we examine a situation when person LI will occupy 
two positions of the leader and manager. For this case DA's L3 and M3 are 
added with corresponding estimates. Note that to obtain a required resultant 
structure the following compatibility is used : 

(1) W(L3, M3) equals maximum one, and 
(2) compatibility of L3 with other DA's of M and M3 with other DA's of L 

are equal to O. 
In our opinion, it is reasonable to use the following compatibility factors : 

(a) age , (b) course of life, (c) professional background and orientation, and (d) 
basic hobby (sport, tourism, etc.) . 
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Hypothetical estimates and compatibility for our example are contained in 
Tables 9.3 and 9.4 . Here we use ordinal scale (0 ... 5). Note that in our example 
it is possible to examine negative compatibility too. Fig. 9.4 presents priorities 
of DA's. The best composite design alternative is the following: 5' = L3 * 
R3 * M3 * D3 with N(S') = (5; 2, 2, 0) . Table 9.5 illustrates bottlenecks and 
improvement actions. 

Table 9.3. Estimates 

DA's Criteria 

1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 110 111 112113114115116 

Ll 4 5 4 3 5 5 4 5 4 4 5 5 3 4 4 3 
L2 5 5 4 5 5 3 4 3 2 3 2 3 3 3 3 2 
L3 4 5 4 3 5 5 4 5 4 4 5 5 3 4 4 3 
Rl 4 3 4 3 2 3 4 5 4 
R2 2 5 5 4 2 4 4 3 2 
R3 3 5 5 5 4 5 5 5 3 
Ml 4 5 2 3 3 3 3 4 4 4 5 3 
M2 5 5 3 4 3 4 2 4 3 3 5 3 
M3 4 3 5 5 4 4 5 5 3 4 4 3 
Dl 3 2 5 4 
D2 3 3 3 5 
D3 4 3 5 4 

Table 9.4. Compatibility of DA's 

Rll R21 R31 MIl M21 M31 Dll D21 D3 

Ll 4 3 5 3 4 5 5 3 5 
L2 5 3 3 4 4 0 3 5 3 
L3 4 3 5 0 0 5 5 3 5 
Rl 5 5 4 4 5 4 
R2 4 4 3 4 4 4 
R3 5 5 5 5 4 5 
Ml 4 5 4 
M2 4 5 4 
M3 5 3 5 
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Table 9.5. Bottlenecks an~actions 

Composite DA's Bottleneck Action 

DA Ins w/r 

5' = L3 * R3 * M3 * D3 L3 2 ::::} 1 
5' = L3 * R3 * M3 * D3 M3 2 ::::} 1 

In addition, we consider a transformation process (i.e. , improvement) of 
the team. A structure of the transformation process is depicted in Fig. 9.5. 
Criteria, compatibility and DA's are presented in Tables 9.6, 9.7, and 9.8, 
respectively. Resultant composite DA's are the following (Fig. 9.6): 

(1) Nt = (5; 2, 0,1): Sl = A 3*B1 *C2 , 52 = A3*B1 *C3, 53 = A 3*B4 *C2 , 

54 = A3 * B4 * C3; and 
(2)N2=(5 ;2,l,O): Ss=A1*Bl *C2 , 56 =Al *Bl *C3, 57=Al *B3*C2 , 

58 = Al * B3 * C3; 59 = Al * B4 * C2, S10 = Al * B4 * C3, Sll = A2 * Bl * C2 , 

512=A2*Bl*C3; 5 13 =A2 *B3*C2 , 5 14 =A2*B3*C3, 51S=A2*B4*C2, 
S16 = A2 * B4 * C3· 

Clearly, it is reasonable to investigate multi-stage improvement processes. 

Plan for improvement 
of team 

A 

5=A*B*C 
51 = A3 * Bl * C2 

S2 = A3 * BI * C3 

B C 
New members Professional courses Trips & communication 

A l (2) 
A2(2) 
A3 = Al&A2(3) 

B1(1) 
B2(2) 
B3(1) 
B4 (1) 
B5 = B3&B4 (2) 
B6 = Bl&B4(3) 

C l (2) 
C2(1) 
C3 (1) 
C4 = C l&C3(3) 

B7 = B 1&B2&B4(3) 

Fig. 9.5. Structure of team improvement process 
(priorities of DA's are shown in brackets) 
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Table 9.6. Criteria 

Criteria Weights 

AlBiC 
l.Cost (-) 5 3 4 
2.Correspondence to personnel 4 5 
3.Required time (-) 3 3 2 
4.1mprovement of output 5 5 
5.1mprovement of friendship 2 5 
6.1mprovement of creativity 4 3 2 

and system thinking 

Table 9.7. Compatibility of DA's 

BII B21 Bal B41 Bsi B61 B71 Cll C2 1CalC4 

Al 5 2 5 5 5 5 2 4 4 4 4 
A2 3 4 4 3 3 3 3 5 4 5 5 
Aa 5 4 5 5 5 5 3 5 4 5 5 
Bl 2 1 5 2 
B2 4 2 5 4 
Ba 5 4 4 5 
B4 4 5 5 5 
Bs 4 4 4 5 
B6 2 1 5 2 
B7 2 1 5 2 
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Table 9.8. DA's and estimates 

DA's Criteria 

11213141516 

A1 New leader 4 4 3 5 
A2 New manager 3 3 2 4 
A3:::: A1&A2 7 4 4 6 
B1 Course on advances in 5 3 2 2 3 1 

science & engineering 
B2 Course on foreign languages 3 2 3 1 3 1 
B3 Course on system analysis 4 2 1 2 3 1 
B4 Course on creativity 5 2 1 3 3 1 
Bs:::: B3&B4 9 2 2 4 3 1 
B6 :::: B1&B4 10 2 3 4 3 1 
B7:::: B1&B2&B4 13 2 6 5 3 1 
C1 Course on human relation 4 2 1 3 0 
C2 Joint trip to rest-home 7 5 2 5 0 
C3 Joint participation at 6 4 2 4 1 

professional exhibition 
C4 :::: C1&C2 10 3 3 6 1 

Ideal point 
I 

Wo:::: 5 

Wo = 4 

Fig. 9.6. Space of system excellence 

9.5 PLANNING OF PRODUCT LIFE CYCLE 

Let us consider an example that corresponds to a prototype of HMMD. We 
select only three components of product life cycle: 
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(1) research and development of models and case studies; 
(2) development of system support tools, including: (a) information (data 

and knowledge) support, and (b) shell/interface; 
(3) marketing, including marketing planning, prices, activities (in universi

ties, industry), and publications. 
Note similar studies have been applied in many research directions (e.g., 

strategic planning, technology management, mutliphase decision making, sys
tems engineering, and concurrent engineering) ([17], [402]' [440], [451], [542], 
etc.). Our tree-like system model is depicted in Fig. 9.7. 

S = R * M * D Strategy of software prototype development 

Research 
R=X*E*J 

SI = R2 * Ml * D2(1) 
S2 = R2 * M4 * D2(1) 
S3 = Rl * M4 * D2(1) 

Support Tools 
D=K*H*T 

Marketing 
M=Q*U*Z*B 

.--_____ .1.-_,--_______ --, Ml = Ql * U4 * Z3 * B2(2) 

RI = X 4 * E4 * J4 (1) 
R2 = X 4 * E4 * J4 (1) 

X 

Dl = K4 * HI * TI(1) M2 = Ql * U4 * Z3 * B3(3) 
D2 =K5*HI *TI(1) M3 =QI*U3 *Z3*B4(4) 

M4 = Ql * U4 * Z3 * B4(1) 

Policy 
Q=A*C B 

Case Selec- Compo- Ql = Al * C1(1) Univer- Publi- Indu-
Studies tion sition sity cations 
X I(3) El(2) h(2) U1 (4) ZI(4) 
X 2(3) E2(2) h(2) U2(1) Z2(3) 
X3(3) E3(3) h(3) U3(1) Z3(1) 
X4(1) E4(1) J4(1) U4(1) 

J5(1) 

H T C 
Shell&Interface DBMS KB Plan Price 

Kl(3) H 1 (1) Tl(1) AI(1) CI (1) 
K2(3) H2(2) T2(1) A2(2) C2(2) 
K3(3) H3(3) T3(1) A3(3) C3(3) 
K4(1) T4(3) C4(4) 
K5(1) 

Fig. 9.7. Hierarchical structure of software development process 
(priorities of DA's are shown in brackets) 

stry 
Bt(4) 
B2(2) 
B3(2) 
B4(1) 
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Table 9.9 contains criteria for DA's (ordinal scale 0 ... 5, negative monotonicity 
is shown in brackets) . Aggregate criteria for composite DA's are presented in 
Table 9.10, where for each criterion (F) the 1st letter index corresponds to 
the component and the 2nd index corresponds to the number of the criterion. 
Table 9.11 contains DA's and their estimates on criteria, Table 9.12,9.13,9.14, 
and 9.15 present estimates of compatibility, and Table 9.16 contains composite 
DA's. Fig. 9.8 depicts a concentric presentation of the composition problem. 
Composite DA's at the space of system excellence are illustrated in Fig. 9.9. 
The computation of estimates and multicriteria ranking are executed only for 
market part M . Table 9.17 presents the results of an analysis (bottlenecks, 
improvement actions). 

Table 9.9. Criteria 

Criteria Weights 

l.Cost (-) 3 4 4 2 1 1 1 3 1 1 1 121 1 
2. Time of preparation (-) 4 4 4 4 4 4 4 4 2 2 1 222 2 
3.Easy of use 5 2 355 5 4 4 
4.Learnability 1 1 255 5 4 5 
5.Creative level 4 1 1 1 5 5 4 
6. Usefullness for 5 1 2 5 1 5 5 3 5 5 4 5 4 5 5 
advertisement 

7.Possibility to develop 5 5 5 1 5 5 
a market 

8.Learning of potential 5 5 2 5 2 4 4 
consumers 

9.Possibility of untimely 4 4 4 5 4 4 4 
disseminating of methods 
(waste of author right) (-) 

10. Usefullness for new 5 5 5 5 3 4 4 
applications 
Il.Professional 3 1 5 1 5 4 4 
acknowledgement 
12.Possibility for profit 4 5 3 3 
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Table 9.10. Aggregate criteria 

Cr I Specification 

Fql Fal + Fd 
Fq2 max(Fa2 • Fe2 ) 
Fq6 min(Fa6. Fe6 ) 
Fq7 min(Fa7. Fe7) 
Fqs max(Fas.Fes) 
Fq9 max(Fa9 • Fe9 ) 
FqlO min(FalO + FdO) 
Fqll max(Fall • Fell) 
Fql2 Fal2 + Fd2 
Fml Fpl + Ful + Fzl + Fbi 
Fm2 max(Fq2 • Fu2 • Fz2. Fb2) 
Fms min(Fq6. Fu6 • Fz6 • FbS) 
Fm7 min(Fq7• Fu7• Fz7• Fb7) 
Fms max(Fqs • Fus. F. s• FbS) 
Fm9 max(Fq9 • Fu9 • F. 9• Fb9) 
FmlO min(Fq10 • FulO • F. 10 • FblO) 
Fmll max(Fqll • Full. F. ll • Fbll) 
Fm12 Fq12 
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Table 9.11. DA's and estimates 

DA's Criteria 

11 2 13 14 15161718191101 11112 
Kl None o 0 000 0 
K 2 Hierarchical menu system 1 2 1 310 
K3 Menu& data presentation 2 3 221 1 
K4 New shell (interface) 444 2 4 4 
Ks New shell& data presentation 555 144 
Hl Files 112 100 
H2 Interface with DBMSs 2 2 1 312 
H3Special DBMS 4 4 1 221 
Tl None 000 000 
T2 Simple support of rules 114 311 
T3 Interface with KBMSs 213 313 
T4 Shell for special KBMS 643 245 
El Heuristic 103 100 
E2 Well-known model 203 100 
E3 Several well-known models 3 2 2 3 1 1 
E4 New model 3 4 3 5 4 4 
J 1 Heuristic 1 0 3 1 o 0 
h Well-known model 203 1 o 0 
h Several well-known models 3 2 2 3 1 1 
J4 New model 3 4 3 5 4 4 
Js New model& analysis 4 6 3 5 5 6 
Xl None o 0 0 0 0 
X 2 One basic case study 1 1 1 0 0 
X3 Several case studies 222 1 1 
X 4 Library of case studies 5 6 7 6 6 
Zl None o 0 0 o 0 0 0 0 
Z2 A case study (a company) 1 1 1 1 112 1 
Z3 Case studies (companies) 2 3 5 542 5 2 
Ul None 2 3 5 5 4 2 5 2 
U2 Seminar 1 1 1 1 332 1 
U3 Course 2 2 1 133 1 2 
U4 Several students 2 3 1 1 224 1 
Bl None o 0 0 o 0 0 0 0 
B2 Presentation at conferences 4 2 2 4 1 4 3 2 
B3 Publishing a paper(s) 2 2 2 3 142 3 
B4 Publishing a book 2 4 4 4 3 3 3 3 
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Table 9.11. Continuation 

DA's Criteria 

1 1213141516171819110111112 

Al Conquest of market 3 4 5 554 5 4 1 
A2 Balancing 3 3 4 4 3 3 3 3 3 
A3 Obtaining a high profit 4 4 2 124 1 1 5 
CI Charge-free 2 1 5 5 5 5 5 5 0 
C2 Superlow price 2 3 4 3 3 3 3 1 
C3 Low price 3 3 2 3 2 3 2 3 2 
C4 High price 4 4 1 213 1 3 5 

5 5 5 

Fig. 9.8. Concentric presentation of composite DA 

Table 9.12 . Compatibility of DA's 

HII H21 H31 TI IT21 T31 T4 

KI 4 0 0 3 2 0 0 
K2 5 4 2 4 4 4 3 
K3 5 5 5 4 4 4 3 
K4 5 4 5 1 5 5 5 
Ks 5 4 5 1 5 5 5 
HI 5 5 3 3 
H2 5 3 5 4 
H3 5 5 4 5 



www.manaraa.com

244 COMBINATORIAL ENGINEERING OF DECOMPOSABLE SYSTEMS 

Table 9.13. Compatibility of DA's 

CI/C2/C3/C4/DI/D2/MI/ M2/M31M4 

Al 5 4 2 1 
A2 0 4 4 2 
A3 0 2 3 5 
RI 3 4 4 3 4 4 
R2 3 5 5 4 5 4 
DI 4 4 3 4 
D2 5 5 4 5 

Table 9.14. Compatibility of DA's 

Ed E21 E31 E41JI IJ21la I J4 1 J5 

Xl 0 1 1 1 0 0 0 0 0 
X2 2 3 2 2 2 2 2 1 1 
X3 3 3 4 3 3 4 4 5 5 
X4 5 5 5 5 5 4 4 5 5 
El 5 3 3 4 4 
E2 3 5 3 3 3 
E3 2 2 5 5 5 
E4 1 3 3 5 5 

Table 9.15. Compatibility of DA's 

Zl / Z2/ Z3/Bt/ B2/ B31 B41Ql 
UI 0 1 1 2 2 2 2 5 
U2 2 3 5 2 3 3 3 5 
U3 2 3 4 2 3 3 5 5 
U4 2 3 5 2 5 5 4 5 
Zl 1 1 1 1 5 
Z2 1 3 2 2 5 
Z3 1 3 5 5 5 
BI 5 
... .. 
B4 5 
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Table 9.16. Composite DA's 

Composite DA's 

R1 = X 4 * E4 * J4 
R2 = X 4 * E4 * J5 

D1 = K4 * H1 * T2 
D2 = Ks * H1 * T2 
Q1 = A1 * C1 

M1 = Q1 * U4 * Z4 * B2 
M2 = Q1 * U4 * Z4 * B3 
M3 = Q1 * U3 * Z4 * B4 
M4 = Q1 * U4 * Z4 * B4 
81 = R2 * D2 * M1 
82 = R2 * D2 * M4 
83 = R1 * D2 * M4 

Wo = 4 

N 

(5;3,0,0,0) 
(5;3,0,0,0) 
(5;3,0,0,0) 
(5;3,0,0,0) 
(5;2,0,0,0) 
(5;4,1,0,0) 
(5;4,1,0,0) 
(4;5,0,0,0) 
(4;5,0,0,0) 
(5;2,1,0,0) 
(4;3,0,0,0) 
(4;3,0,0,0) 

Ideal point 
I 

Wo = 5 

Fig. 9.9. Space of system excellence 
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Table 9.17. Bottlenecks and actions 

Composite DA's Bottleneck Action 

DA Ins w/r 

M1 = Q1 * U4 * Z4 * B2 B2 2 ==> 1 
M2 = Q1 * U4 * Z4 * B3 B3 2 ==> 1 
M3 = Q1 * U3 * Z4 * B4 (U3, Z4) 4 ==> 5 
M4 = Q1 * U4 * Z4 * B4 (U4, B4) 4 ==> 5 
Sl = R2 * D2 * M1 M1 2 ==> 1 
S2 = R2 * D2 * M4 (R2, M4) 4 ==> 5 

9.6 SUMMARY 

In this chapter, we have considered several key problems of personnel manage
ment, and planning of product life cycle. In our opinion, presented examples 
can be modified and applied for many close situations in business as well as in 
education processes. 
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This chapter addresses educational issues on the basis of combinatorial syn
thesis ([303], [304], [306], [307], [309]). In the main we examine education of 
information engineering. 

In this chapter, we consider the following: (a) issues of intellectual activity; 
(b) approaches to solve complicated problems; (c) a classification of education 
processes on the basis of kinds of target specialists; (d) a structure of a course 
on information technology on the basis of decision making and composing; (e) 
design of a course on hierarchical design; and (f) forming a career plan. 

It is reasonable to point out special computer systems for student advising 
([100], [178], [187], etc.). In particular, Knowledge-Based Tutoring Systems 
(KBTSs) are oriented to the following: what, when, how, and whom they are 
teaching and can tailor their contents to a certain individual student [553]. 
KBTSs usually consist of the following three parts: (a) domain knowledge 
base; (b) student model; and (c) pedagogical knowledge base (e.g., tutoring 
strategies). 

Clearly, our study and examples may be applied as components for the 
systems above. We use our hierarchical approach to represent information on 

247 
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educational courses. Note that a hierarchical architecture to represent and to 
manipulate curriculum knowledge has been proposed in [553]. 

10.1 INTELLECTUAL ACTIVITY 

In our opinion, the following recent tendencies may be pointed out: 
(1) a part of composite technologies which involve contemporary results from 

different domains (e.g., engineering, biology, computer science, mathematics, 
etc.) is increasing; 

(2) acceleration of implementing the innovations; 
(3) macro-technological cycle (technological changing of complex product's 

generations) is decreasing from 12 to 2-3 years. 
Note that now decision making is a technological process at each work place 

for each employee (clerk, engineer, worker, etc.) ([196] etc.). Moreover, one 
can see that intellectual levels of operations at each stage of product life cycle 
(not only management or R&D, but maintenance and utilization too, etc.) is 
increasing. 

Let us consider a scale to evaluate an intelligence. First we examine creative 
levels by Altshuller as the following ordinal scale [14]: 

1. The use of a well-known object (product, technology, management deci-
sion, strategy, innovation, etc.). 

2. Searching for and selection of an object. 
3. Analysis and modification of an initial well-known object. 
4. Design of a new object. 
5. Design of a new object's system. 
Only the 4th and 5th levels above are really creative ones, and level 3 has an 

intermediate character. The level 2 (search and selection) is the basic one in 
decision making. Hereafter we will consider levels 2 and 3 as quasi-intellectual 
or quasi-creative. Note that an experience in decision making may be an ex
cellent basis for specialists with an intermediate creative level to solve prob
lems of levels 2 and 3. Moreover, the correct organization and support of a 
team work allow to solve problems for levels 4 and 5 on the basis of a set 
of quasi-intellectual problems (when intellectual decisions are combinations of 
local quasi-intellectual decisions). 

It is reasonable to point out the following two possible ways: 
1. Searching for creative persons who can solve intellectual problems. This 

process involves searching for, selection, training. This way is limited because 
a limited number of persons have an inclination to creative activities and the 
process of the selection and training of creative persons has also some limita
tions. 
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2. Construction of global creative decisions on the basis of composition of 
local quasi-creative decisions. This way is similar to the Shannon's approach 
to the design of reliable systems from unreliable components. In our case, we 
are oriented to compose decisions of levels 4 and 5 from local decisions of level 
2 and 3. Note that analogical organizational approach has been applied in 
intermediate centuries in masteries of famous painters, when some details of 
oil-paintings were executed by apprentices. 

Finally, we point out the significance of the following: 
(a) composite decision making problems; 
(b) technological solving schemes for composite decision making problems; 
(c) support of team work in decision making; and 
(d) special tools for composing of local decisions of different domains. 

10.2 COMPLICATED PROBLEMS 

The majority of applied problems are complex and composite ones. As a result, 
it is reasonable to apply special approaches as follows [293]: 

(1) division of initial problems into parts (decomposition, partitioning); 
(2) choice of corresponding tools (e.g., techniques, experts, and techniques 

of information presentation); 
(3) aggregation of results; and 
(4) planning of decision making process (i .e., design of technological process 

of decision making, including the following stages: information accumulation, 
analysis of information, decomposition and parallelism of information process
ing, and aggregation of results, etc .). 

Now let us examine several basic parallel-series composite problems. First a 
problem of revealing the bottlenecks in a complex system corresponds to mutli
criteria choice/ranking. But we have pointed out the problem as a specific class 
because the problem is very important for applications. Usually this problem 
consists of generating a criterion set to reveal the most significant system parts 
(bottlenecks). This approach is fruitful for complex engineering systems, trans
portation and communication networks. On the other hand, the problem may 
be implemented as searching for a place for possible impacts, for example, in 
organizational-economical or ecological systems. An example of a similar bot
tleneck problem has been described in [35] . This example involves an analysis 
of 34 elements of a gas pump while taking into account 6 criteria (frequency 
of refusals, required time and cost of restoration, impacts to other elements, 
usage of the examined element in various technical systems, and influence to 
human safety) . As a result of problem solving, we obtain a set of more impor
tant system elements. Clearly, it is reasonable to improve these elements while 
taking into account some factors (technical, economical, ecological, etc.). 
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Next complex problem consists in hierarchical composing (or combinatorial 
synthesis) . This problem is very complicated at the applied level, and at the 
organizational level. The problems of hierarchical composition correspond to 
an approach when we generate high-creative system decisions on the basis of 
an integration of results of quasi-intellectual local subproblems. 

Here we would like to point out the significance of reengineering. Recently, 
similar problems existed in all problem domains. In our opinion, each activity 
is executed in existing environments (systems, traditions, habits, etc.) . This 
situation exists in engineering, housing, economical and financial domain, law, 
ecology, etc., and one has to take it into account . 

We can see the situation of reengineering, for example, in urban conglom
erations, in electronics (re-use of scheme design's decisions, etc.), in software 
development and in information engineering (re-use of components), and in 
management ([149], [196], etc.). 

In the main, the following three possible strategies exist: 
1. Design a new system instead of an old one. Similar strategy has been 

applied in ancient Rome: to destroy old buildings, to clear and to smooth out 
a place, and to build a new city on the basis of a standard design decision . 

2. Modification of an existing system (mainly, to change a part of the 
system) . 

3. Design of a new system with the use of some old system components 
(e .g., 70 ... 80 percents) . 

Evidently, complex, creative and adaptive approach is required in the third 
strategy, In this case, it is necessary to execute the following: (a) an analysis 
of the old (existing) and new (under design) systems; (b) an analysis of all 
components of the old and new systems; (c) revelation of bottlenecks; and 
(d) specification of requirements to the design of the new system while taking 
into account the re-use of the old components, etc. Thus we have to apply 
hierarchical decision making (including decomposing and composing) . 

Finally let us note important basic operations to search for and to process 
information (Table 10.1). Basic operations from Table 10.1 may be used as a 
fundamental for education process. 



www.manaraa.com

EDUCATIONAL ISSUES 251 

Table 10.1. Basic operations and their implementation 

Basic operations Approaches to implementation 

l.Information retrieval Traditional logical search 
(logical selection 
of data) 

2.Multicriteria Multicriteria analysis 
choice/ ranking 

3.Approximation, Structural approximation, computation of 
aggregation, consensus 
modification Parametric optimization 

Organizational techniques as brain storm 
4.Designing and Synthesis of hierarchical structures 

maintenance of Structural modeling 
structures 

5.Composing of new Organizational techniques of solving 
composite concept schemes (e.g., brain storm, etc.) 

Morphological analysis 
Mathematical programming 
Hierarchical morphological multicriteria 

design 

10.3 ORIENTATION OF EDUCATION PROCESS 

In our opinion, teaching of complex problem solving is a very difficult problem. 
It is very important when we have students who can work and think only at the 
levels of certain objects and discipline-dependent descriptions. Let us consider 
basic problems in the field of information technology (IT) as follows: 

(1) multicriteria description and analysis of IT components; 
(2) comparison and selection/choice of IT components; 
(3) composition of several IT components into a whole system while taking 

into account quality of element and their compatibility (interconnection); 
(4) assignment/location of IT components in a network . 
These problems may be examined at different formal levels as follows: 
(1) user's level (choice of a decision); 
(2) engineer's level (mainly, conceptual description and design as a modifi

cation); and 
(3) mathematical level (mathematical modeling) . 
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Finally it is reasonable to examine the following three basic strategies of 
teaching for three types of students as follows (Table 10.2): (i) economists or 
managers/users ee; (ii) engineers/developers of IT components en; and (iii) 
systems engineers (e.g., specialists in system integration) se. 

Table 10.2. Relationship of education strategies and student types 

Basic problems of Level of teaching 
IT teaching Consumer Engineering Mathematical 

l.General description of ee, en ee, en 
IT (components, their 
interrelation, 
tendencies) 

2. M ulticritertia ee en, se en, se 
description, analysis 
of IT components 

3.Comparison and choice ee en, se en, se 
of IT components 

4.Composing of ee, en se se 
IT components 
(system integration) 

5.Assignment/location ee, en se se 
IT components in 
networks 

6.Reengineering of ee, en se se 
an existing system 

In our opinion, we can use several basic combinatorial models for the analysis 
and/or synthesis of IT components, i.e., discrete decision making problems 
([293], [300], [304], etc.) to teach basic problems above (multicriteria descrip
tion and analysis of IT components; comparison and selection; composing; and 
assignment/location of IT components) (Table 10.3) . 

10.4 COURSE ON INFORMATION ENGINEERING 

Our basic course was oriented to students-managers and involved the following: 
(1) generalized system material to acquaint with the contemporary develop

ment, marketing, and utilization/maintenance of IT; 
(2) to acquaint with IT components (hardware, communication systems, 

main types of software packages, mathematical modeling, etc.) on the basis 
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of multicriteria descriptions, multicriteria comparison of alternatives for the 
above-mentioned IT components. 

The multicriteria analysis and comparison of alternatives for IT components 
allows teaching of basic requirements to main r~ components. In our course, 
the multicriteria analysis was implemented on the basis of DSS COMBI-PC 
(IBM PC) [294]. The course was oriented to system integration (to order IT 
components, to organize a competition and complex evaluation ofIT systems) . 

Table 10.3. Relationship of basic IT problems and combinatorial models 

Basic IT problems Combinatorial models 

I.Comparison, selection Multicriteria analysis 
of components Knapsack-like problems 

2.System integration on Combinatorial synthesis, including 
the basis of estimates knapsack-like problems, quadratic 
of components and programming, mixed integer 
their compatibility programming, morphological 

analysis, morphological clique 
3.Allocation/location of Location and covering problems 
IT components in an 
existing system 
(evaluation of compo-
nents, location with 
taking into account 
their interconnection) 

4.Reengineering of IT Multicriteria analysis 
systems (structural Combinatorial synthesis 
description of existing Location and combinatorial synthesis 
system, analysis of Location and covering 
its components and Scheduling 
their interconnection, 
revealing of bottlenecks 
and generation of 
improvement actions, 
scheduling of the 
re-engineering process 

The program consists of the following 9 parts: 

Part 1. Introduction: IT components, properties of IT, bottlenecks, real
time systems and their applications, DSS COMBI. 
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Part 2. Paradigm of decision making and DSS (classification of problems by 
H.Simon, stages of decision making, realistic examples of multicriteria analysis). 

Part 3. Data bases, hypertext systems, multicriteria analysis and compari
son of systems. 

Part 4. Knowledge based systems (structure, approaches to knowledge rep
resentation, stages of developing the knowledge based systems, multicriteria 
analysis and comparison of the systems). 

Part 5. Hardware, communication networks (types of computers, e.g., PC, 
workstation, mainframe; scheme of data processing in communication networks, 
examples of applications in banks, management of communication networks, 
multicriteria analysis and comparison of computers, communication systems). 

Part 6. Human-computer interaction (structure, example of human-computer 
systems, human limitations in the information processing, user modeling, user 
interface adaptation, evaluation of human-computer interaction). 

Part 7. Mathematical modeling, optimization software packages (structure 
of the systems, types of mathematical models, examples of systems, comparison 
of the systems). 

Part 8. Distributed systems (distributed data bases and DSS, group and co
operative work, multi-agent systems, applied examples of distributed systems). 

Part 9. Design of technologies (system integration, evaluation of components 
and their interconnection, integrated evaluation of composite systems, location 
of IT components). 

In addition, our course includes tasks for each student at the following 
two levels/stages: (1) solving of several local problems of multicriteria anal
ysis/comparison of IT components (with the use of DSS COMBI); and (2) 
composing of several IT components into a whole system (multicriteria selec
tion of alternatives for several IT components and system integration). 

The tasks above are based on the extended example which was described in 
[301] (section 8.3) . Our students prepared their results as a reports. 

Note, at the second stage, some local parts of student tasks are common, and 
it stimulates communication between students. Clearly, the above-mentioned 
education scheme may be implemented as a distance education process. 

10.5 COURSE ON HIERARCHICAL DESIGN 

Let us consider the problem of forming the education program for a course 
which corresponds to materials on HMMD. For each element of the course 
we satisfy the following list of options (DA's): without consideration (Opo); 
brief consideration (Op d; learning at the intermediate level (Op2); deepening 
learning (Op3); and deepening learning with special additional work , e.g., de-
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velopment of software, preparation of a paper, and solving sample problems 
(Op4) ' 

The following factors may be used for assessment of the options: (1) connec
tion with future work; (2) basic professional orien.tation of a student group; (3) 
education background of students ; (4) opportunity for executing an additional 
work; etc. 

In our example, the priorities of the options are obtained on the basis of 
expert judgment. A structure of initial material and DA's is the following 
(priorities of DA's are shown in brackets) : 

O. Course 5 = H * R * B * X : 
1. Description of HMMD H = D * F * P * M * C * A: 

1.1. Design approaches D: D1(1), D2(3) , D4(2) . 
1.2. Fundamentals of HMMD F: F2(1), F3(2). 
1.3. Components of HMMD P : P2(2), P3(1) . 
1.4. Composition problem M : M2(2) , M3(1) , M4(3). 
1.5. Selection problem C: C1(1) , C3 (2), C4 (2). 
1.6. Analysis and improvement A: A2(3) , A3(1), A4(1). 

2. Relative Domains R = E * N * Q * L : 
2.1. Engineering information E: Eo(l), E 1(3), E4(2). 
2.2. Conflict situations N: N1(2), N4(1). 
2.3. Quality analysis Q: Q1(1), Q4(2) . 
2.4. Education and private life L: L 1(2), L2(3) , L4(2) . 

3. Combinatorial Optimization B = K * T * W * U: 
3.1. Knapsack problem K: K2(2), K3(2), K4(1). 
3.2. Traveling salesman problem T: T1(2) , T4(1) . 
3.3. Location problem W: W1(1), W4(3). 
3.4. Routing problem U: Uo(2), U1(1), U4 (3). 

4. Sample Problems X = 0 * I * J * V * G * Y * Z : 
4.1. Integration of software 0 : 0 0 (3), 0 1(1), 0 4(2). 
4.2. Design of HCI 1: 10(2), h(l) , 14(3). 
4.3. Development of information center J : Jo(12) , J1(2), J4 (2). 
4.4. Design of conveyor V: Vo(3) , V1(1), V4(2) . 
4.5. Exploration of oil/gas fields G: Go(2), G1(2) , G2(1). 
4.6. Planning a career Y: Yo(3), Y2 (1), Y4(2). 
4.7. Selection of investment portfolio Z: Zo(2), Zl(2), Z3(1), Z4(3). 

Compatibility between DA 's are shown in Tables 10.4, 10.5, 10.6, 10.7, and 
10.8. Composite DA's are shown in Table 10.9. 

Resultant composition of the course is the following: 51 = H2*R2 *B1 *X1 = 
(D4 * F3 * P3 * M3 * C3 * A4 )* 
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(N4 * Q4 * L4 * E4) * (K4 * T4 * W4 * U4) * (VI * 0 1 * 14 * J4 * Z3 * Y2 * G2). 
Table 10.10 contains bottlenecks, improvement actions. 

Table 10.4. Compatibility of DA's 

F21 F31 P21 P3 1 M21 M31 M41 C1 I C3 1 C4 1 A2[A3 J A4 

Dl 1 2 1 2 2 3 2 1 2 2 5 5 5 
D2 4 4 4 4 4 4 5 4 4 4 5 5 5 
D4 1 5 2 5 1 5 4 3 4 4 5 5 5 
F2 4 5 4 4 5 2 4 4 4 3 3 
F3 5 5 4 5 5 3 5 5 4 5 5 
P2 4 4 5 5 4 4 5 3 3 
P3 4 5 5 4 5 5 4 5 5 
M2 5 4 4 5 3 3 
M3 3 5 4 3 5 5 
M4 3 5 4 3 5 5 
C1 5 5 5 
C3 5 5 5 
C4 5 5 5 

Table 10.5. Compatibility of DA's 

F21 F31 P2 1 P3 1 M21 M31 M4 

Eo 1 1 2 2 5 1 1 
EI 4 4 2 3 3 5 4 
E4 4 5 3 5 4 5 5 
NI 4 5 5 4 4 
N4 5 4 4 5 5 
QI 5 5 5 
Q4 5 5 5 
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Table 10.6. Compatibility of DA's 

TI IT41 Wll W41 Uo lUll U4 

K2 3 4 3 4 3 5 5 
K3 4 5 4 4 3 5 5 
K4 4 5 4 5 3 5 5 
TI 5 5 2 4 3 
T4 5 5 2 3 5 
WI 5 5 5 
W4 5 5 5 

Table 10.7. Compatibility of DA's 

10 I h 114 I Jo 1 J4 1 Vo I VII v4 1 Gol G21 Yo I Y2 1 y4 1 Zo I Zll Z41 Z4 
0 0 5 2 2 5 4 5 5 5 5 5 5 5 5 5 5 5 5 
0 1 4 4 5 4 5 5 5 5 5 5 5 5 5 5 5 5 5 
0 4 2 5 5 4 5 5 5 4 5 5 5 5 5 5 5 5 5 
10 5 1 5 5 5 5 5 5 5 5 5 5 5 5 
II 5 3 5 5 5 5 5 5 5 5 5 5 5 5 
14 3 5 5 5 5 5 5 5 5 5 5 5 5 5 
Jo 5 5 5 5 5 5 5 5 5 4 3 3 
J4 5 5 5 5 5 5 5 5 2 3 5 5 
Vo 5 5 5 5 5 5 5 5 5 
VI 5 5 5 5 5 5 5 5 5 
V4 5 5 5 5 5 5 5 5 5 
Go 5 5 5 5 3 3 2 
G2 5 5 5 4 4 5 5 
Yo 4 4 3 3 
Y2 4 4 5 5 
Y4 4 4 5 5 
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Table 10.8. Compatibility of DA's 

Rli R21 R31 R41 Rsi R61 Bli B21 B31 Xli X2 
Hi 4 5 2 3 1 1 4 2 2 3 2 
H2 5 5 3 4 1 1 5 4 4 5 3 
H3 4 5 3 4 1 1 4 2 2 3 2 
H4 5 5 3 4 1 1 5 4 4 5 3 
H5 4 5 2 3 1 1 4 2 2 3 2 
Hs 4 5 2 3 1 1 5 4 4 5 3 
H7 2 3 1 2 1 1 4 2 2 3 2 
Hs 2 3 1 2 1 1 5 4 4 5 3 
Rl 5 2 2 4 2 
R2 5 4 2 5 3 
R3 3 2 2 2 2 
R4 3 4 2 4 2 
Rs 3 2 2 2 1 
Rs 3 2 2 4 2 
Bl 5 3 
B2 4 3 
B3 3 5 
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Table 10.9. Composite DA's 

DA's N 

H1 = D4 * F3 * P3 * M3 * C3 * A3 (4;3,3,0) 
H2 = D4 * F3 * P3 * M3 * C3 * A4 (4;3,3,0) 
H3 = D4 * F3 * P3 * M3 * C4 * A3 (4;3,3,0) 
H4 = D4 * F3 * P3 * M3 * C4 * A4 (4;3,3,0) 
Hs = D4 * F3 * P3 * M3 * C1 * A3 (3;4,2,0) 
H6 = D4 * F3 * P3 * M3 * C1 * A4 (3;4,2,0) 
H7 = D1 * F2 * P3 * M3 * C1 * A3 (1;6,0,0) 
Hs = D1 * F2 * P3 * M3 * C1 * A4 (1;6,0,0) 
Xl = V1 * 0 1 * 14 * J4 * Z3 * Y2 * G2 (5; 5,1,1) 
X2 = V1 * 0 1 * h * Jo * Z3 * Y2 * G2 (4;7,0,0) 
R1 = N4 * Q4 * L1 * E4 (4;1,3,0) 
R2 = N4 * Q4 * L4 * E4 (4; 1,3,0) 
R3 = N4 * Q1 * L1 * E4 (3;2,2,0) 
R4 = N4 * Q1 * L4 * E4 (3;2,2, 0) 
Rs = N4 * Q1 * L1 * Eo (1;3,1,0) 
R6 = N4 * Q1 * L4 * Eo (1;3,1,0) 
B1 = K4 * T4 * W4 * U4 (5;2,0,2) 
B2 = K4 * T4 * W1 * U4 (4; 3, 0,1) 
B3 = K4 * T4 * W1 * U1 (3;4,0,0) 
51 = H2 * R2 * B1 * Xl (5;4,0,0) 
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Table 10.10. Some bottlenecks and improvement actions 

Composite DA's Bottleneck Action 

DA Ins (wlr) 

HI = D4 * F3 * P3 * M3 * C3 * A3 D4 2=>1 
HI = D4 * F3 * P3 * M3 * C3 * A3 F3 2=>1 
HI = D4 * F3 * P3 * M3 * C3 * A3 C3 2=>1 
H2 = D4 * F3 * P3 * M3 * C3 * A4 D4 2=>1 
H2 = D4 * F3 * P3 * M3 * C3 * A4 F3 2 => 1 
H2 = D4 * F3 * P3 * M3 * C3 * A4 C3 2 => 1 
H3 = D4 * F3 * P3 * M3 * C4 * A3 D4 2=>1 
H3 = D4 * F3 * P3 * M3 * C4 * A3 F3 2=>1 
H3 = D4 * F3 * P3 * M3 * C4 * A3 C4 2 => 1 
H4 = D4 * F3 * P3 * M3 * C4 * A4 D4 2 => 1 
H4 = D4 * F3 * P3 * M3 * C4 * A4 F3 2 => 1 
H4 = D4 * F3 * P3 * M3 * C4 * A4 C4 2 => 1 
Hs = D4 * F3 * P3 * M3 * C1 * A3 D4 2=>1 
H5 = D4 * F3 * P3 * M3 * C1 * A3 F3 2=>1 
JI6 = D4 * F3 * P3 * M3 * C1 * A4 D4 2 => 1 
H6 = D4 * F3 * P3 * M3 * C1 * A4 F3 2 => 1 
Rl = N4 * Q4 * L1 * E4 Q4 2 => 1 
Rl = N4 * Q4 * Ll * E4 L1 2 => 1 
Rl = N4 * Q4 * Ll * E4 E4 2 => 1 
R2 = N4 * Q4 * Ll * E4 L4 2 => 1 
R2 = N4 * Q4 * L4 * E4 L4 2 => 1 
R2 = N4 * Q4 * L4 * E4 L4 2 => 1 
R2 = N4 * Q4 * L4 * E4 (N4,Q4) 4=>5 
R3 = N4 * Ql * L4 * E4 L1 2 => 1 
R3 = N4 * Ql * Ll * E4 E4 2 => 1 
R3 = N4 * Ql * L4 * E4 (Ql, E4) 3=>4 
R4 = N4 * Ql * L4 * E4 L4 2=>1 
R4 = N4 * Ql * L4 * E4 E4 2=>1 
R4 = N4 * Q1 * L4 * E4 (Ql, E4) 3=>4 
R5 = N4 * Ql * Ll * Eo Ll 2 => 1 
R5 = N4 * Ql * Ll * Eo (N4, Eo) 1 => 2 
R6 = N4 * Ql * L4 * Eo Ll 2 => 1 
Bl = K4 * T4 * W4 * U4 W4 3=>2 
Bl = K4 * T4 * W4 * U4 U4 3=>2 
B2 = K4 * T4 * WI * U4 U4 3=>2 
B2 = K4 * T4 * WI * U4 (K4, WI) 4=>5 
B3 = K4 * T4 * WI * Ul (T4, Ul ) 3=>4 
Xl = VI * 0 1 * 14 * J4 * Z3 * Y2 * G2 J4 2=>1 
XI = VI * 0 1 * 14 * J 4 * Z3 * Y2 * G2 14 3=>2 
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10.6 EXAMPLE OF STUDENT BUSINESS 

Let us consider a simple example that may be used to introduce HMMD . The 
material is based on real student seminars. We consider a new business that 
consists of four basic components (Fig. 10.1). 

Structure of Student Business 

5=T*I*P*M 

51 = T2 * II * PI * MI 
52 = T2 * II * P3 * MI 

51 = T~ * It * PI * MI 
5~ = T~ * It * P4 * MI 

T 
Product 

TI(3/3) 
T2(1/2) 
T3(3/1) 
T~{/I) 

I 
Investment 

It(I/1) 
12(2/3) 
13(3/2) 
14(3/2) 

P 
Manufacturing 

PI (3/2) 
P2(3/3) 
P3(1/3) 
P4(3/1) 

M 
Market 

MI {l/I) 
M2(2/2) 
M3(1/1) 
M4(2/3) 
M5(3/3) 

Fig. 10.1. Structure of student business (priorities of 
DA's are shown in brackets) 

DA's for the components, criteria, estimates are presented in Tables 10.11, 
10.12,10.13,10.14. Compatibility is contained in Table 10.15. Resultant com
posite DA's are the following : 

(1) 51 = T2 * II * PI * M I , N(5r) = (3;3,0,1); 
(2) 52 =T2*It*P3 *M I , N(52) =(1;4,0,0). 
Fig. 10.2 illustrates corresponding Pareto-effective points. As a rule, the 

above-mentioned components, criteria, DA's, and estimates are discussed and 
generated with students. 

Clearly, that all elements of this example may be changed (components, 
criteria, alternatives, and estimates) . Let us consider forecasting of student 
business. Forecasting problems for decomposable systems are presented in Ta
ble 10.16. Here we add forecasting estimates to our example (see estimates 
after a letter" /") for weights of criteria, estimates, and priorities of DA's in 
Tables 10.11, 10.12, 10.13, 10.14, and Fig. 10.1) . We use expert judgment for 
the following forecasting problems: 

(a) forecasting of set for DA's of T; 
(b) forecasting of values for weights of criteria; and 
(c) forecasting of values for vector estimates of DA's. 
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Table 10.11. DA's, criteria and estimates for product T 
(weights of criteria are shown in brackets) 

DA's Criteria 

Ftl (5/5) Ft2 (-4/3) Ft3 (3/5) 
Demand Cost Prospective 

TI Chocolate 4/2 3/3 2/2 
T2 Database for students (job) 5/5 3/3 5/4 
T3 Communication center 4/5 5/5 5/5 

for interface with Internet 
T' 4 Consulting activity /5 /2 /5 

The same compatibility of DA's is applied, and compatibility of T~ with 
other DA's equals 3. Resultant forecasting composite DA's are the following 
(Fig. 10.1, Fig. 10.2) : 

(1) Sf = T~ * h * PI * Ml, N(SD = (3; 3, 1,0); and 
(2) S~=T~*h*P4*MI' N(S~)=(I;4,0,0) . 

Table 10.12. DA's, criteria and estimates [or investment 1 
(weights of criteria are shown in brackets) 

DA's Criteria 

Fil (4/5) Fi2 (2/3) Fi3 (-5/3) 
Contact Possible Responsibility 

volume 

h Self-investment 5/5 2/4 1/2 
12 Parents 4/3 3/3 2/3 
Ia Bank 3/4 5/5 5/5 
14 Firm 3/4 4/5 5/5 
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Table 10.13. DA 's, criteria and estimates for manufacturing (place) P 
(weights of criteria are shown in brackets) 

DA's Criteria 

Fpl (-3/2) Fp2 (3/4) 
Cost Resource 

PI Apartment 1/2 1/2 
P2 University 2/2 2/1 
Pa Premises located in city 5/5 3/3 
P4 Premises located near city 3/3 4/4 

Table 10.14. DA's, criteria and estimates for market M 
(weights of criteria are shown in brackets) 

DA's Criteria 

Fml (-4/4) Fm2 (5/5) 
Transport Volume 

Ml City 1/2 5/5 
M2 Near regions 1/2 4/4 
M3 Far regions 2/3 5/5 
M4 Near countries 2/3 4/4 
M5 Far countries 3/4 3/4 

Table 10.15. Compatibility 

II I h 113 114 I PI I P2 1 P31 P4 1 MIl M21 Mal M41 M5 

TI 2 2 3 3 1 1 2 3 3 2 3 2 1 
T2 3 3 3 3 3 2 3 2 3 1 2 2 1 
T3 0 0 2 3 0 1 3 2 3 1 1 1 3 
h 3 3 1 1 3 3 2 2 0 
h 3 3 1 1 3 3 2 2 0 
Ia 0 1 3 2 3 3 3 3 3 
14 0 3 3 2 3 3 3 3 3 
PI 3 2 1 1 1 
P2 3 2 1 1 1 
P3 3 2 1 1 1 
P4 3 2 1 1 1 

Fma (4/5) 
Prospective 

5/5 
3/4 
5/5 
4/4 
5/5 
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Table 10.16. Problems of forecasting for decomposable systems 

Elements of description Objects under forecasting 
for decomposable systems Value Function Set Order Set & Order 

l.Structural (tree-like) * 
system model 

2.DA 's * * 
3.Criteria * * 
4.Vector estimates of DA's * * 
5.Priorities of DA's * * 
6.Complementability * 

of DA's 
7.Factors of Ins * * 
8.Estimates of Ins * * 

Ideal point 

w=3 
w = 2 

w=l 

Fig. 10.2. Quality lattice and Pareto-effective points 

10.7 PLANNING OF STUDENT CAREER 

Individual decision making problems include various selection problems, e.g. , 
car selection, house selection , school/university selection, private investment 
policy, etc. [474] . One of the most important decision making problems from 
the field of individual life is career planning ([162], [206] , [445], [460] , [527], 
etc.). Effectiveness of computer-assisted career guidance systems is analyzed 
in [446]. Often this problem may include various components which are under 
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multicriteria selection ([162]. Here we consider a blend of several professional 
domains (computer science, management, and engineering, etc.) to combine a 
composite career plan for students [313]. 

Fig. 10.3 depicts the structure of our investigated fragment of the career 
plan. We consider a simple situation without resource constraints (e.g., finan
cial, time, etc.), multicriteria evaluation and ranking of resultant composite 
decisions. The following solving stages are used: 

(1) hierarchical design of career strategy; 
(2) revelation of bottlenecks by DA's/Ins; and 
(3) formation of improvement actions. 
Criteria for leaves of examined structure are contained in Table 10.17. Table 

10.18 contains estimates of DA's. Tables 10.19, 10.20,10.21,10.22, and 10.23 
contain estimates of compatibility. The following factors for compatibility as
sessment are used: 

(a) common theoretical fragments; 
(b) causal relation; 
(c) common application; and 
(d) components may compose a wholeness. 
Composite DA's are presented in Table 10.24, and bottlenecks and improving 

actions are presented in Table 10.25. The following designations for types of 
improvement actions are used: 

(i) a generation of the ideal point (1); 
(ii) an improvement of a Pareto-effective point (2); and 
(iii) an extension of the Pareto-effective point set (3). 
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Fragment of 3 = A * B * C * D * E 
Career Plan 31 = Al * Bl * C3 * Dl * El (1) 

32 = Al * Bl * C3 * D2 * El(l) 
33 = Al * Bl * C3 * Dl * E2(1) 
34 = Al * Bl * C3 * D2 * E2(1) 
35 = Al * Bl * C3 * Dl * E3(1) 

Basic Additional 36 = Al * Bl * C3 * D2 * E3(1) Temporary 
Job Course Course 

A B 
Al =05*T5*M6(1) 

o 
OR Computer Mana-

Science gement 
0 1(4) TI(4) Ml(4) 
02(1) T2(3) M2(2) 
0 3(2) T3(2) M3(2) 
0 4(3) T4(2) M4(2) 
0 5(1) 15(1) M5(3) 
0 6(2) M6(1) 
0 7(2) 

I 

CArt 
CI = h * h * K2(1) 
C2 = 13 * h * K2(1) 
C3 = Ia * J2 * K5(1) 

D Sport 
DI = L3 * P2 * Q4(1) 
D2 = L5 * P2 * Q4(1) 

Physio
Team logical 
Game 1---,--------, 

J L P 
Dance Music Theatre Prestige 
h(3) h(4) Kl(4) Ll(4) Pl(4) 
12(1) h(2) K2(1) L2(2) P2(1) 
13(1) h(2) K3(2) L3(1) P3(2) 

J4(3) K4(3) L4(3) P4(3) 
K5(1) L5(1) P5(2) 

E 

E1 =X4*Y5*Z7(1) 

Bl =G7*H3*U2*V2(1) 
E2 =X3 *Y2*Z4(1) 
E3 =X3 *Y2*Z7(1) 

Engineering Psychology Languages 

Z H U 
G1(4) H1(4) Ul(4) 
G2(1) H2(2) U2(1) 
G3(1) H3(1) U3(1) 
G4(3) H4(3) U4 (2) 
G5(2) H5(2) U5(3) 
G6(2) U6(2) 
G7(1) U7(3) 

Us(2) 

History Bank 

V X 
VI (4) X 1(4) 
V2 (1) X 2 (3) 
V3(2) X 3(1) 
V4 (2) X4(2) 
V5(1) X5(4) 
V6(2) X6(3) 

X7(2) 

University Company 

Y Z 
YI(4) ZI(4) 
Y2(1) Z2(3) 
Y3(2) Z3(3) 
Y4(3) Z4(1) 
Y5(2) Z5(1) 

Z6(2) 
Z7(1) 
Zs(3) 

Fig. 10.3. Structure of career plan fragment (priorities of DA's are shown 
in brackets) 
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Table 10.17. Criteria for DA's 

Criteria 

1. Cost (-) / salary 1 1 1 22222 2 2 2 2 2 2 2 2 2 2 2 2 2 
2.Possibility to meet 333 4 4 4 4 4 

useful persons 
3.Possibility to meet 2 2 2 3 3 3 3 3 3 3 3 3 3 2 2 2 2 2 2 2 2 

friends 
4.Possibility to meet 2 2 2 3 333 4 4 4 3 1 1 2 2 2 2 2 

boy / girl friend 
5.Accordance to 2 2 2 2 2 2 2 2 2 2 4 4 4 333 3 3 3 3 3 

inclinations 
6.Usefulness for 333 4 4 4 4 2 2 2 2 2 444 4 4 4 4 4 

future career 
7. Usefulness for 222 4 4 4 333 3 3 

health 
8. Usefulness for 1 1 1 1 3 3 3 3 3 3 4' 4 4 222 2 2 

for future life 
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Table 10.IB. Estimates of DA's 

DA's Criteria 

1121314151617lB 
0 1 None 0 0 o 0 0 
02 Probability and statistics 1 1 1 4 4 
0 3 Decision analysis 1 1 1 2 4 
0 4 Simulation techniques 1 1 1 1 2 
Os MCDM 1 1 1 3 4 
0 6 Mathematical programming 1 1 132 
0 7 Networks&combinatorial optimization 1 1 143 
Tl None 0 0 000 
T2 Programming languages and OS 1 1 123 
T3 Computation theory 1 1 125 
T4 AI 1 1 124 
Ts HCI 1 1 144 
M 1 None 0 0 000 
M2Production/operations management 1 1 133 
M3Quality assurance 1 1 133 
M4Investment 1 1 124 
MsMarketing 1 1 123 
M6 Project management 1 1 1 4 4 
G 1 None 0 0 0 o 0 0 
G2 Chemical engineering 1 1 1 1 4 3 
G3 Biotechnology 1 1 1 1 5 1 
G4 Mechanical engineering 1 1 1 1 2 2 
Gs Electrical engineering 1 1 1 3 2 2 
G6 Civil engineering 1 1 1 2 2 3 
G 7 Software engineering 1 1 1 4 3 1 
Hi None 0 0 0 o 0 0 
H2 Human engineering 1 1 1 4 3 1 
H3 Cognitive psychology 1 1 3 2 4 1 
H4 Activity theory 1 1 2 2 2 2 
H 5 Empirical studies 1 1 3 2 2 3 
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Continuation of Table 10.18 

DA's Criteria 

112131415161718 

UI None 0 o 0 0 0 0 
U2 French 1 132 3 2 
U3 German 1 1 234 2 
U4 Spanish 1 122 2 2 
Us Portuguese 2 1 2 1 2 1 
U6 Japanese 1 1 2 1 4 2 
U7 Chinese 2 1 2 1 2 1 
Us Classical 2 1 233 2 
VI None 0 o 0 0 0 0 
V2 Modern history and politics 1 1 132 3 
Va Ancient history 1 122 1 1 
V4 History of Christianity 1 1 121 2 
Vs History of Judaism 1 123 1 2 
V6 History of Islam 1 101 1 1 
h None 0 o 0 0 0 o 0 
h Ball dance 2 1 222 2 2 
13 Ensemble 1 131 1 2 2 
J I None 0 o 0 0 0 o 0 
h Classic 2 1 132 2 2 
fa Jazz 1 1 2 1 2 1 2 
J4 Singing 2 1 1 1 112 
Kl None 0 o 0 0 0 0 0 
K2 Actor 2 1 3 1 4 1 5 
K3 Producer 4 1 2 3 2 3 3 
K4 Technical staff 1 1 1 222 1 
K5 Author 0 1 1 3 3 3 3 
LI None 0 0 0 o 0 
L2 Basket-ball 1 1 1 2 2 
L3 Football 1 1 2 2 2 
L4 Rowing 2 1 1 2 1 
Ls Volley-ball 1 1 2 3 2 
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Continuation of Table 10.18 

DA's Criteria 

112131415161718 
PI None 0 0 o 0 0 0 0 
P2 Tennis 1 1 2 2 223 
Pa Golf 3 1 1 1 433 
P4 Airplane 4 1 11311 
Ps Maintain sky 3 2 2 2 122 
Q1 None 0 0 o 000 
Q2 Karate 2 1 1 233 
Qa Box 2 1 1 2 1 3 
Q4 Jogging 1 2 3 232 
QsSky 2 1 3 131 
Q6 Gymnastics 2 1 1 222 
Xl None 000 000 0 
X2 Operational job 1 3 121 3 2 
Xa Capital budgeting 1 4 1 224 4 
X 4 Insurance 1 3 1 2 1 3 3 
Xs Data Base 2 1 111 1 1 
X6 Computer Communication 2 1 1 1 2 1 1 
X7Modeling 212 134 0 
Y1 None o 000 0 0 0 
Y2 Modeling 121 133 1 
Ya Software development 211 122 1 
Y4 Physical experiments 2 1 1 111 1 
Ys Psychological research 1 1 132 2 2 
Zl None o 0 0 0 0 0 0 
Z2 Manufacturing 2 1 1 1 1 2 1 
Za Nonmanufacturing 2 1 111 1 1 
Z4 R& D 132 143 1 
Z5 Operations management 132 133 1 
Z6 Human engineering 1 1 1 222 3 
Z7 Marketing 1 3 1 2 1 3 3 
Zs Maintenance 11111 1 2 
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Table 10.19. Compatibility of DA's 

~1~1~14InIMIIM2IM3IM4IMsIMs 
01 2 2 2 2 2 2 2 2 2 2 2 
O2 2 3 4 4 3 2 3 5 5 5 4 
0 3 2 3 3 4 4 2 3 4 5 4 4 
0 4 2 5 3 3 5 2 5 3 4 3 4 
Os 2 3 3 5 4 2 4 4 4 4 4 
Os 2 3 4 3 3 2 5 3 5 3 4 
0 7 1 2 5 4 3 2 5 3 4 4 4 
TI 2 2 2 2 2 2 
T2 2 4 3 3 3 3 
T3 2 4 3 4 3 3 
T4 2 5 4 4 5 5 
Ts 2 4 3 4 4 4 

Table 10.20. Compatibility of DA's 

YI ! Y2 ! Y3 ! Y4 ! Ys! ZI ! Z2! Z3! Z4! Zs! Zs! Z7! Zs 

XI 2 2 2 2 2 2 2 2 2 2 2 2 2 
X 2 2 3 3 3 5 2 3 3 3 3 4 4 3 
X3 2 5 3 3 3 2 4 4 4 3 3 5 3 
X4 2 5 3 3 5 2 4 4 3 3 4 5 5 
Xs 2 3 5 3 3 2 4 4 3 4 3 4 3 
X6 2 3 5 3 3 2 4 4 3 4 3 4 3 
X7 2 3 3 3 3 2 4 4 4 4 3 4 3 
YI 2 2 2 2 2 2 2 2 
Y2 2 5 5 5 5 4 4 3 
Y3 2 3 3 4 5 3 3 3 
Y4 2 4 3 3 3 3 3 5 
Ys 2 3 4 3 3 5 5 4 
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Table 10.21. Compatibility of DA's 

PI I P2 1 P3 1 P4 1psIQti Q21 Q31Q41 Qsl Qs 

Ll 2 2 2 2 2 2 2 2 2 2 2 
L2 2 3 3 3 3 2 4 4 3 2 2 
L3 2 3 3 3 3 2 3 3 4 4 3 
L4 2 3 3 3 3 2 3 3 3 3 3 
Ls 2 3 3 3 4 2 4 4 3 2 3 
PI 2 2 2 2 2 2 
P2 2 4 3 4 3 4 
P3 2 3 3 3 3 3 
P4 2 3 3 3 3 3 
Ps 2 3 3 4 3 4 

Table 10.22. Compatibility of DA's 

HIIH21H3JH4lHsIUIIU21U31U41UsiUslU71UslV1IV21V31V4JVsl Vs 

G1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
G2 2 4 2 2 3 2 4 5 3 3 5 4 3 2 4 3 4 3 3 
G3 2 4 2 2 3 2 3 5 3 3 5 3 3 2 5 3 3 3 3 
G4 2 4 2 2 3 2 3 5 3 3 5 3 3 2 4 4 3 3 3 
Gs 2 3 2 2 3 2 3 3 3 3 5 3 3 2 5 3 3 3 3 
Gs 2 5 2 2 3 2 4 3 3 4 4 3 4 2 4 4 4 3 4 
G7 2 5 4 4 3 2 4 4 3 3 4 3 4 2 5 3 3 4 3 
HI 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
H2 2 3 4 3 3 5 3 3 2 5 3 3 3 3 
H3 2 5 5 3 3 4 4 5 2 4 4 4 4 4 
H4 2 3 3 3 3 4 3 3 2 4 3 4 4 3 
Hs 2 4 4 3 3 4 3 3 2 5 3 4 3 3 
UI 2 2 2 2 2 2 
U2 2 5 3 5 2 2 
U3 2 5 3 5 2 2 
U4 2 5 3 5 2 2 
Us 2 4 3 5 2 2 
Us 2 5 1 1 2 1 
U7 2 4 1 1 1 1 
Us 2 2 5 5 5 5 
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Table 10.23. Compatibility of DA's 

B41 Ca iCa lC4 1D 41 D41 Esl Esl Es 

Al 2 3 3 3 3 2 3 3 3 
BI 3 3 5 4 4 5 4 5 
CI 4 4 5 4 5 
C2 5 5 5 4 5 
Ca 5 5 5 5 5 
DI 5 5 5 
D2 5 5 5 

Table 10.24. Composite DA's 

DA's N 

Al = Os * Ts * M6 (4;3,0,0,0) 
BI = G7 * Ha * U2 * V2 (4;4,0,0,0) 
CI = 12 * J3 * K2 (4;2,1,0,0) 
C2 = 13 * Ja * K2 (4;2,1,0,0) 
Ca = fa * h * Ks (4;2,1,0,0) 
DI = L3 * P2 * Q4 (3;3,0,0,0) 
D2 = L5 * P2 * Q4 (3;3,0,0,0) 
EI = X4 * Ys * Z7 (5;1,2,0,0) 
E2 = X3 * Y2 * Z4 (4;3,0,0,0) 
E3 = X3 * Y2 * Z7 (4;3,0,0,0) 
SI = Al * BI * C3 * DI * EI (4;5,0,0,0) 
S2 = Al * BI * C3 * D2 * EI (4;5,0,0,0) 
Sa = Al * BI * C3 * DI * E2 (4;5,0,0,0) 
S4 = Al * BI * C3 * D2 * E2 (4 ;5,0,0,0) 
Ss = Al * BI * C3 * DI * E3 (4;5,0,0,0) 
S6 = Al * BI * C3 * D2 * E3 (4;5,0,0,0) 
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Table 10.25. Some bottlenecks and improvement actions 

Composite DA's Bottleneck Action 

DA Ins (wlr) Type 

O2 * Ts * M6 (Ts,02) 3=}4 3 
0 4 * T4 * M6 T4 2=} 1 1 
02 * H3 * U2 * V2 (H3, O2) 2 =} 4(5) 3 
O2 * H3 * U3 * V2 (H3, O2) 2 =} 4(5) 3 

C1 = 12 * h * K2 J3 2=} 1 2 
C2 = 13 * h * K2 h 2=} 1 2 
C3 = 13 * h * Ks Ks 2=} 1 2 

12 *J2*K2 (h , K2) 3=}5 3 
D2 = L3 * P2 * Q4 (L3, P2) 3=}4 2 

X 4 * Ys * Z4 X 4 2 =} 1 3 
X4 * Ys * Z4 Ys 2=} 1 3 

E2 = X3 * Y2 * Z4 (X3, Z4) 4=}5 1 
E3 = X3 * Y2 * Z7 (X2' Z7) 4=}5 1 

X3 * Y2 * Zs (X3 , Zs) 3=}4 3 

Note that the tutoring strategy may be based on optimization of specialist '8 

profiles [44]. In this case, target profiles of required specialists are represented 
as a hierarchical graph in which nodes correspond to disciplines , and arcs of 
two kinds correspond to the following: (a) inclusion; and (b) relations between 
disciplines or their parts . Thus we can consider the following series problems: 

(1) design of the required target profile( s); 
(2) description of initial student profiles; 
(3) evaluation of proximity between target profile(s) and the profile(s) of 

students; and 
(4) design of a multistage transformation of initial student(s) profile(s) into 

target profile( s). 

10.8 SUMMARY 

In this section, we have proposed our viewpoints to intellectual activities, and 
basic problems of educational management . Problems above are a basis to 
extend old or to develop new software for educational applications. 
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11 ADDITIONAL APPLIED 
PROBLEMS 

This chapter consists of various applied problems that are solved on the basis 
of HMMD. The battery of the examples demonstrates possible applications 
in computer science, information engineering, mechanical engineering, finance, 
forecasting, etc . 

11.1 DESIGN OF USER INTERFACE 

In this section, we examine hierarchical design of user interfaces on the basis 
of HMMD [297] . In recent years, special User Interface Development Environ
ments (UIDE) and User Interface Management Systems (UIMS) are considered 
([32], [33], [210] [231]' [279], etc.). Hix investigated four generations of UIMSs 
[210] . Usually functional/task analysis and models of human computer inter
action (HCI) are used as the main approaches to user interface design ([231], 
[348], etc.). The list of basic HCI models includes the following ([231] and 
[348]) : 

(1) Command Language Grammar (CLG); 
(2) Task Action Language (TAL); 
(3) Task Analysis for Knowledge Description (TAKD); 

275 
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(4) GOMS approach (Goals, Operators, Methods and Selection Models) ; and 
(5) Task Mapping Model (TMM); etc. 
Traditional approaches to interface design are oriented to the analysis, eval

uation and selection of design alternatives ([32], [231]' [279], etc.). Mainly, 
comparison and selection of various versions of interface components (e.g., icon, 
text, direct manipulation, menu, etc.) is based on techniques as follows: (a) ex
perimental investigation [37]; (b) rules ([32], [52], [279], etc.); and (c) Analytic 
Hierarchical Process (AHP) [438]. 

In recent years, object oriented development technique is used for user in
terface design too ([56], [381], etc .). Fisher reviews some investigations in opti
mal design of human interfaces including combinatorial optimization problems 
[151]. The use of object-oriented development, TMM, and optimal design ap
proaches point out that there is a movement to an implementation of synthesis 
techniques in human interface design. 

This section addresses a composition design of an user interface fragment 
consisting of presentation elements. Investigated hypothetical example is based 
on the interface of DSS COMBI for multicriteria ranking ([294]' [317]) and may 
be considered as a posteriori analysis. 

11.1.1 Fragment of User Interface 

We study the only one basic flow of data in DSS COMBI, when a basic element 
of information is preference relation or matrix , and problem solving processes 
are represented as series transformations of data Dv (see sections 1.6.2,3.6) : (1) 
alternatives, criteria, multicriteria estimates of alternatives upon criteria (Do); 
(2) preference relation of alternatives (Dl) ; (3) intermediate linear ordering of 
alternatives (D2) ; (4) intermediate group ordering of alternatives (D3); and 
(5) result data (ranking of alternatives, e.g. , result group ordering, fuzzy group 
ordering) (D4) . 

The list of functional operations realizes processing of the following kind: 
Dv -+ Dj, when v = 0, ... , 3; j = I, ... ,4 ; j > v. 
Data edition operations are: (a) input , (b) correction , (c) presentation, (d) 

output, and (e) import/export . 
DSS COMBI involves the following main modes: (a) choice or creation of 

applied problems; (b) problem solving (multicriteria ranking) on the basis of 
various techniques; (c) result's analysis; (d) help (learning, training); (e) data 
import/export; and (f) quit . Thus we consider the following components of 
the user interface fragment : (1) management of system's modes; (2) planning 
/ management of solving processes; (3) operations of data processing; and (4) 
edition and presentation of data. 
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11.1 .2 Composing of User Interface 

Let consider the steps of user interface design and analysis on the basis of 
HMMD. Here we do not use constraints. Our model of user interface fragment 
is depicted in Fig. 11.1. Notations of leaf nodes are the following : 

Y is a presentation of main modes (solving, help, quit, etc.); 
Z is a basic colour composition for the presentation of main modes (screen 

background, background for presentation element, text, and frame); 
J is a presentation of functional schemes for data processing; 
L is a presentation of functional operations for data processing (Dv -+ Dj); 
H is a presentation of connections among functional operations; 
K is an acoustic effect (sound) for operational part; 
X is a colour composition for presentation of operational part (background, 

text, and frame); 
E is a presentation of data scheme; 
R is a presentation of data (numbers, table, flowchart, etc.); 
Q is a presentation of data edition operations (input, correction, etc.); 
B is a sound for factual part; and 
C is a colour composition for the presentation of factual part (background, 

text, and frame) . 
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User Interface Fragment 5 = G * 0 * U 

G=Y*Z 
Mode Part 

51 = G4 * Oa * U4 

O=P*K*X 
Operation Part 

U=A*B*G 
Factual Part 

G1 = Y5 * Z4(1) 
G2 = Y5 * ZI(2) 
G3 = Y5 * Z6(2) 
G4 = Y7 * Z5(3) 
G5 = Ys * ZI(I) 

0 1 = PI * K4 * X2(1) 
02 = PI * K4 * X4(1) 
03 = P2 * K 4 * XI (1) 
0 4 = P2 * K4 * X2(1) 

U1 = Al * B4 * G2 (1) 
U2 = Al * B4 * G3 (1) 
U3 = A2 * B4 * G1(1) 
U4 = A2 * B4 * G2(l) 

Y Z 
Modes 
Y1(4) 
Y2(2) 
Ya(2) 
Y4(3) 
Y5(1) 
Y6(4) 
Y7(1) 
Ys(l) 

Basic 
colours 
ZI(2) 
Z2(2) 
Z3(3) 
Z4(1) 
Z5(4) 
Z6(1) 

Operation scheme 
PI = Js * L2 * HI(l) 
P2 = J4 * L3 * H4(1) 

Sound 
Kl(3) 
K2(3) 
K3(2) 

J 
Scheme 
h(4) 
h(3) 
J3(3) 
J4(1) 
J5(1) 
J6(3) 
h(2) 
Js(l) 

Opera
tions 
Ll(3) 
L2(1) 
L3(1) 
L4(2) 

H K4(1) 

Connec
tions 
Hl(3) 
H2(3) 
H3(3) 
H4(2) 

A=E*R*Q 
Data Sound 

Al = E2 * RI2 * Q5(1) BI(2) 
A2 = E2 * RI2 * Q6(1) B2(3) 

E Q Ba(2) 

Scheme Presen- Ed't' B4(1) I IOn 
EI(2) tation Operations 
E2(2) RI(4) QI(3) 
E3(3) R2(3) Q2(2) 

R3(4) Q3(2) 

X ~(2) Q4(2) 

Colours R5(2) Q5(1) 

X I(1) R6(2) Q6(1) 

X2(1) R7(3) 

X3(1) Rs(2) 

X4(1) 
Rg(2) 
Rlo(2) X5(3) Rll(l) X6(4) 
RI2(1) X7(2) 

Fig, 11.1. Hierarchical scheme of user interface fragment 
priorities of DA's are shown in brackets) 

G 
Colours 
GI(l) 
G2(1) 
Ga(1) 
G4(1) 
G5(3) 
G6(4) 
G7(2) 
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Table 11.1. Criteria and their weights 

Criteria Weights 

YIJILIHIEIRIQIZIXICIKIB 
l.Tradition (habits) 5 3 5 5 5 3 2 
2. Volume of information 1 6 4 2 4 4 
3.Complexity of development 3 3 3 4 4 2 3 2 2 

(negative) 
4. Usability 6 6 6 5 5 6 5 6 6 6 
5.Easy of use 6 6 6 5 5 6 5 
6.Possibility for extension 4 2 2 3 5 5 3 
7.Learnability 2 6 6 4 6 6 4 3 3 
8.Acceptability 5 5 5 5 5 
9. Efficiency 3 3 
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Table 11.2. DA's and their estimates (part 1) 

DA's Criteria 

1 /2 /3 /4 /5 /6 /7 

Y1 Command language 4 6 5 2 2 5 2 
Y2 Vertical menu 4 6 2 4 4 3 4 
Y3 Horizontal menu 4 6 2 4 4 3 4 
Y4 Flowchart 2 3 4 6 5 2 6 
Y5 Icon 3 4 3 5 6 3 6 
Ys Matrix menu 1 5 3 4 4 2 4 
Y7 Pop-Up menu 4 6 5 5 4 5 3 
Ys Catalogue menu 3 6 4 5 4 5 4 
J1 Command. language 4 6 5 2 2 5 2 
J2 Vertical menu 4 4 2 4 4 3 4 
h Horizontal menu 4 4 2 4 4 3 4 
J4 Flowchart 3 4 3 5 6 2 6 
J5 Icon 3 4 3 5 6 3 6 
Js Matrix menu 1 5 3 4 4 2 4 
h Pop-Up menu 3 6 5 5 4 5 3 
J8 Catalogue menu 3 6 4 5 4 5 4 
Ll Command language 4 6 5 2 2 5 2 
L2 Icon 3 3 3 5 6 3 6 
L3 Elements of flowchart 2 3 3 5 6 2 6 
L4 Elements of menu 3 6 5 5 4 3 3 
H I Table (matrix) 4 5 4 3 2 4 3 
H 2 Element (pair) 3 6 2 2 3 5 2 
H 3 List of elements 2 6 3 3 3 5 2 
H4 Graph 3 3 5 5 4 3 6 
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Table 11 .3. DA's and their estimates (part 2) 

DA's Criteria 

1 12 13 14 15 16 17 

El Table of connections 4 3 3 2 2 2 2 
E2 Flowchart 3 3 4 5 5 2 6 
E3 Catalogue 3 6 5 5 4 5 3 
Rl Numbers 3 1 1 3 1 4 
R2 Table (matrix) 3 2 3 3 2 4 
R3 Preference graph 2 5 4 2 3 3 
R4 Vertical bar chart 3 3 3 4 3 4 
R5 Horizontal bar chart 3 3 3 4 3 4 
R6 Pie chart 3 3 3 4 3 4 
R7 Star chart 2 3 4 4 2 5 
Rs Graphical presentation 2 4 5 4 4 5 

of layers (e .g., Pareto-
effective points 

R9 Animation 2 6 5 3 3 6 
RlO Table & bar chart 3 4 5 4 3 4 
Rll Table & bar chart & pie chart 3 5 6 4 3 4 
R12 All versions 3 8 8 5 4 2 
Ql Command language 4 6 5 2 2 5 2 
Q2 Vertical menu 4 5 2 4 4 3 4 
Q3 Horizontal menu 4 5 2 4 4 3 4 
Q4 Matrix menu 2 6 3 4 4 3 5 
Q5 List of icons 3 4 3 5 6 3 6 
Q6 Pop-Up menu 3 6 4 5 4 5 3 
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Table 11.4. DA's and their estimates (part 3) 

DA's Criteria 

3 14 17 18 19 

Z1 Black-blue-white-white 6 5 
Z2 White-blue-yellow-black 5 2 
Z3 Cyan-blue-white-black 3 6 
Z4 Cyan-blue-cyan-black 4 4 
Zs Cyan-white-blue-black 5 5 
Z6 Blue-white-black-black 6 4 
X 1(Cd Green-black-black 5 4 
X 2(C2) Blue-yellow-black 5 4 
X3(C3) Blue-white-black 6 4 
X4(C4) Blue-cyan-black 6 4 
Xs( Cs) Blue-cyan-white 4 3 
X6(C6) White-blue-black 3 2 
X 7 (C7 ) Grey-black-black 4 4 
K1 None 0 0 3 0 
K2 Start 1 1 1 2 
K3 End 1 2 1 2 
K4 Process 3 2 2 1 
B1 None 0 0 3 0 
B2 Start 1 1 1 1 
B3 End 1 2 1 1 
B4 Process 3 2 2 1 
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Table 11.5. Compatibility 

LI I L21 L31 L41 HII H21 H31 H4 
J I 5 0 0 0 1 2 2 1 
J 2 0 0 0 5 1 2 2 1 
Ja 0 0 0 5 1 2 2 1 
J 4 1 1 5 1 3 2 2 4 Table 11.6. Compatibility 
J5 0 5 0 0 3 2 2 3 

YI I Y2 I Y3 I Y4 I Ys I Y6 I Y7 I Y8 J6 1 2 0 4 4 2 2 2 
17 1 2 0 5 0 1 1 3 ZI 3 1 1 3 4 3 3 4 
J 8 2 5 0 4 5 2 2 2 Z2 2 1 1 2 4 3 2 2 
LI 4 3 3 2 Z3 2 4 4 4 4 4 4 3 
L2 5 3 3 4 Z4 2 4 4 4 5 3 3 3 
L3 3 2 2 5 Z5 2 4 4 4 3 4 3 3 
L4 4 3 3 3 Z6 3 2 2 3 4 3 3 3 

Usually the following main criteria for interface evaluation are considered: 
acceptability; usability; learnability; efficiency; and ease of use ([231], [381], 
etc.). We apply similar criteria (Table 11.1). 

DA's and their estimates on criteria for leaf nodes are shown in Tables 11.2, 
11.3,11.4. Priorities ofDA's are shown in Fig. 11.1 (in brackets) . 

Tables 11.5, 11.6, 11.7, 11.8, 11.9, and 11.10 contain compatibility of DA's. 
Composite DA's are presented in Table 11.11. Table 11.12 contains bottlenecks 
and improvement actions. 
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Table 11.7. Compatibility 

Q11 Q21Q31Q41Q51 Q61 Ell E21 E3 

R1 3 3 3 4 4 4 0 0 2 
R2 3 3 3 5 4 4 3 5 1 
R3 3 3 3 4 4 4 2 5 2 
R4 3 4 2 4 3 2 4 4 4 
R5 3 2 4 4 3 2 4 4 4 
R6 3 3 4 4 4 3 4 4 4 Table 11.8. Compatibility 
R7 3 3 4 4 4 3 4 4 4 
Rs 3 3 4 4 4 3 4 4 4 K11K21K31K41p11p2 

R9 3 3 4 3 4 4 4 4 4 Xl 5 5. 5 5 4 5 
RIO 3 4 4 5 4 4 4 5 4 X 2 5 5 5 5 5 5 
Rll 3 4 4 5 4 4 4 5 4 X3 5 5 5 5 4 4 
R12 5 5 5 5 5 5 5 5 5 X 4 5 5 5 5 5 4 
Q1 3 4 3 X5 5 5 5 5 4 4 
Q2 4 3 5 X6 5 5 5 5 4 4 
Q3 4 4 5 X 7 5 5 5 5 4 4 
Q4 3 5 3 K1 5 5 
Q5 4 5 3 ... ... . .. 
Q6 4 5 3 K4 5 5 

Table 11.9. Compatibility Table 11.10. Compatibility 

011021031041 U1 I U21 U31 U4 BI I B21 B31 B41 Al I A2 

G1 1 3 5 1 1 3 5 1 C1 5 5 5 5 4 5 
G2 2 3 5 2 2 2 5 2 C2 5 5 5 5 5 5 
G3 2 4 5 2 2 2 5 2 C3 5 5 5 5 5 4 
G4 5 3 5 5 5 3 5 5 C4 5 5 5 5 4 4 
G5 2 4 5 2 2 2 5 2 ... ... '" ... . .. '" ... 
0 1 0 2 5 0 C7 5 5 5 5 4 4 
02 2 0 5 2 Bl 5 5 
03 5 5 0 5 ... . .. ... 
0 4 0 2 5 0 B4 5 5 
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Table 11.11. Composite DA's 

DA's N DA's N 

GI = Ys * Z4 5; 1,1,0,0 Al = E2 * RI2 * Qs 5;2,1,0,0 
G2 = Ys * ZI 4;2,0,0,0 A2 = E2 * R12 * Q6 5;2,1,0,0 
G3 = Ys * Z6 4;2,0,0,0 UI = Al * B4 * C2 5;3,0,0,0 
G4 = Y7 * Zs 4;2,0,0,0 U2 = Al * B4 * C3 5;3,0,0,0 
Gs = Y8 * ZI 4;2,0,0,0 U3 = A2 * B4 * CI 5;3,0,0,0 
PI = J8 * L2 * HI 5;2,0,1,0 U4 = A2 * B4 * C2 5;3,0,0,0 
P2 = J 4 * L3 * H 4 4;2,1,0,0 SI = G4 * 0 3 * U4 5;3,0,0,0 
0 1 = PI * K4 * X 2 5;3,0,0,0 
O2 = PI * K4 * X 4 5;3,0,0,0 
0 3 = P2 * K4 * Xl 5;3,0,0,0 
0 4 = P2 * K4 * X 2 5;3,0,0,0 

Table 11.12. Bottlenecks and improvements 

Composite DA's Bottlenecks Action 

DA's Ins w/r Type 

GI = Ys * Z4 Z4 2~ 1 1 
G2 = Ys * ZI (Ys, Zt) 4~5 1 
Ga = Ys * Z6 (Ys, Z6) 4~5 1 
G4 = Y7 * Zs (Y7, Zs) 4~5 1 
Gs = Y8 * ZI (Y8, ZI) 4~5 1 

Y2 * Zs Y2 2~ 1 3 
Ya * Zs Y3 2~ 1 3 
Ys * Z3 Z3 2~ 1 3 
Y7 * Z3 Z3 2~ 1 3 

PI = J8 * L2 * HI HI 3~ 1 1 
P2 = J4 * L3 * H4 H4 2~ 1 2 
P2 = J4 * L3 * H4 (hH4 ) 4~5 2 
Al = E2 * R12 * Qs E2 2 ~ 1 1 
A2 = E2 * RI2 * Qs E3 2 ~ 1 1 

11.1.3 Comparison of System Versions 

Our example of the human interface design corresponds to real development 
stages of DSS COMBI (Table 11.13). 

The development of the first package was oriented to construction of DSS 
that consists of various techniques for multicriteria ranking. At the second stage 
of system development, flowchart of solving processes as functional graph menu, 
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including both operations and data, was realized (294). This effort was based 
on an attempt to improve the interface by diagram with direct manipulation 
for operations and data ([278], [465], etc.). 

Table 11.13. Versions of DSS 

Version Modes Operations Data Data 
presentation edition 

A version for Command Command Numbers Command 
minicomputer language language E1&Rl language 
(1987) Yl J1&L1&H3 Ql 

The 1st version Menu & Flowchart of Table Matrix 
for PC catalogue solving scheme E2&R2 menu 
(1989) Y2&YS J4&L3&H4 Q4 

The 2nd versio Pop-Up Pop-Up menu Table & Pop-Up 
for PC menu h&L4&H4 bar, pie charts menu 
(1991) Y1 E2&Ru Q6 

However, utilization experience of the package shown that the complete mor
phological solving scheme presented in the screen was often difficult for many 
users. As a result, the next step of DSS COMBI development included the 
following: 

(a) operational part was implemented at the easier level; and 
(b) various bar & pie charts for data presentation were added. 
An evolution of user interfaces for the DSS COMB! versions is illustrated in 

Fig. 11.2. 
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Simplified morphology of user interface 

Modes Operations Data Y 
Y1(4) 
Y2(2) 
Y3(2) R Y4 (3) Scheme 
Ys(l) E1(2) tation Operations Y6(4) E2(2) R1(4) Q1(3) Y7(1) 
Y8(1) E3(3) R2(3) Q2(2) 

R3(4) Q3(2) 
R4(2) Q4(2) 
Rs(2) Qs(l) 
R6(2) Q6(1) 
R7(3) 

Scheme Operations Connections R8(2) 
h(4) L1 (3) H1(3) R9(2) 
h(3) L2(1) H2(3) RlO(2) 
h(3) L3(1) H3(3) Rll(l) 
J4(1) L4(2) H4(2) R12(1 ) 
Js(l) 
J6(3) 0 Alternative for a minicomputer version 
h(2) • Alternative for the 1st version (PC) 
J8(1) 0 Alternative for the 2nd version (PC) 

Fig. 11.2. Evolution of user interface for DSS 

11.2 SERIES-PARALLEL STRATEGY FOR USER INTERFACE 

Problem solving methodology has been examined by a number of well known 
authors ([380], [382], [471], etc.). The problem decomposition is perhaps the 
most important approach towards complex situations in various domains [380]. 
As a result, we face problems of composing the models. In the last decade, 
various investigations in the field of model management have been conducted 
([19], [121], [185], [375], etc.). The investigations address the development and 
use of model management systems as model bases or libraries for application 
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domains as follows: (a) databases; (b) decision support systems; and (c) expert 
systems ([375], etc.). 

This section focuses on composing a solution strategy from basic components 
as follows [298]: (i) operations of data processing, (ii) operations of knowledge 
acquisition or transformation, and (iii) training of user and data/knowledge 
representation. Our design scheme consists of the following: 

1. Forming a basic hierarchical morphological space of operations (HMSO). 
2. Analysis of an initial situation (user, task) and adaptation of HMSO 

(design of a working version of HMSO) as follows: 
(a) selection or identification of appropriate operations on the basis of con

straints; 
(b) parallelization of operations on the basis of parametrization of techniques 

and use of different experts; and 
(c) training the user; 

3. Design of a composite solving strategy including the following two phases: 
(a) selection of operations (multicriteria ranking); 
(b) synthesis on the basis of steps as follows: 
(i) composing a series strategy or constructing an operation chain (mor

phological clique); 
(ii) composing parallel strategies (knapsack-like and/or clique-like prob

lems); and 
(iii) composing parallel-series strategies (step-by-step use of parallel-series 

synthesis above). 

Here we examine designing the series, parallel, and parallel-series strate
gies for supporting a dialogue in the development and use of knowledge based 
systems. Our example demonstrates composition of a parallel-series strategy. 

11.2.1 Solving Scheme 

There exist sources of an user interface adaptation as follows: 
(a) user; 
(b) task; and 
(c) intermediate results of problem solving (information for feedback). 
Table 11.14 contains adapted objects and some basic operations. An adap-

tation process is depicted in Fig. 11.3. The requirements are based on the 
following: 

(1) kinds of tasks; 
(2) types of users; 
(3) available resources (e.g., human, computer, time); and 



www.manaraa.com

ADDITIONAL APPLIED PROBLEMS 289 

(4) features of a decision situation (e.g., uncertainty, required precision and 
robustness of results). 

Studies of the user modeling and adaptation are considered in detail 
in ([108], [255], etc.). In the main, the following techniques have been applied 
for the model selection and sequencing (synthesis of series or parallel-series 
strategies) : 

(a) artificial intelligence techniques ([121], [144], [323], etc.); 
(b) linear programming problems [375]; 
(c) integer programming problems as searching for an optimal path to a 

required output [185]; and 
(d) nonlinear integer programming for the modular design with redundancy, 

i.e ., with parallel fragments [41]. 
Here we examine conceptual design, and combinatorial models for the se

lection, modification, and composition of the solution strategies and their ele
ments. Table 11.15 contains the relationship of the basic actions and stages of 
our strategy design. The stage of HMSO generation is based on the conceptual 
analysis and design ([163], [429]). 

Table 11.14. Adapted objects and operations 

Adapted object Operations of adaptation 

l.User Training 
2. Task Modification 
3.Hierarchical morphological 

space of operations HMSO: 
(1) structure of HMSO Modification 
(2) operations Selection, modification, forming new ones 

4.User interface Selection of modes and presentation elements 
5.Intermediate results Modification of task, user, HMSO, interface 
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Diagnosis of task, user, Requirements 
and forming requirements 

I 

Hierarchical 

1 
morphological space 
of operations HMSO 

Design of working HMSO 
(selection of operations, 
forming new ones) 

I I , Working HMSO 

Composing a solving 
strategy 

1 Solving strategy 

1 
Problem solving 
(prototype stage) 

1 Intermediate 
results (knowledge, 

1 solutions) 

Adaptation (user training, 
modification of task, 
designing a new strategy), 
and solving Solving strategy, -[ 

results (knowledge, 
solutions) 

Fig. 11.3. Scheme of adaptation 
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Table 11.15. Stages of strategy design and actions 

Processing Actions (models, techniques) 

1.Generation of HMSO Conceptual design 
2.Selection of operations Multicriteria ranking 
3.Modification of operations Use of several experts, 

and their parallelization parametrization of techniques 
4.Synthesis of a strategy 

(a) composing a series Morphological clique 
strategy 

(b) composing a parallel Knapsack-like and/or 
strategy clique-like (or "maximum 

independent set") problem; 
conceptual design 

(c) composing a parallel- Step-by-step use of 
series strategy parallel-series synthesis 

11.2.2 Example 

Our example is based on the examination of a system for the knowledge acqui
sition and use. We examine HMSO as follows : 

1. Prototyping P: 
1.1 Problem identification I. 
1.2 Selection/generation of terminology T. 
1.3 Knowledge acquisition V. 

2. Design of work version D. 
2.1 Enhancement of problem description (type, terminology) E. 
2.2 Acquisition of additional knowledge W . 

3. Utilization U. 
Generally, HMSO is based on the following kinds of operations: (1) knowl

edge acquisition (interaction); (2) data/knowledge processing (computation); 
(3) data/knowledge representation (interaction); and (4) training of user (in
teraction) . 

The following criteria for the evaluation of DA's are used ([185], [297], [381], 
etc.) : required computer resources; required human resources; quality of rank
ing (robustness, etc.) possibility for data representation; possibility for an 
analysis of intermediate data; and usability (easy to learn, understanding, ac
ceptability, habits, etc.). 
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In our example, we apply representation elements or design alternatives 
(OA's) for leaf nodes as follows: command language (Xl); menu (X2 ); icons 
(X3); and graphic / animation (X4). Here the index corresponds to the number 
of OA's, and instead of X we use a certain notation of the leaf (e .g., T I , Ea). 
Also, we consider the following working HMSO: 

11 ,12; TI , T2; VI, V2; E1 , E2; WI, W2; U1 , U2, U4. 
In addition, we will use the following parallel aggregate (parallel combined) 

OA's: 
Is = ft&I2; Ts = T1&T2; Vs = V1&Vs; Ws = Wl&W2; Us = U1&U2; and 
U6 = U1&U2&U4. 
An obtained working HMSO is presented in Fig. 11.4. 

4t Strategy S = P * D * U 
S2 = P2 * Dl * U4 = (h * Tl * Vs) * (E2 * Ws) * U4 = «h * Tt) * (Vl&V2» * (E2 * (W1&W2» * U4 

Ss = P3 * Dl * U6 = (Is * Tl * Vs) * (E2 * Ws) * (U1 )&U2&U4 ) = 
«ft&I2) * Tl * «Vi)&V2») * (E2 * (WI&W2» * (UI&U2&U4 ) 

S6 = S2&SS 

Proto typing 

P=I*T*V 

Design Utilization 

D = E * W U • Ul = (3) 
PI = 12 *T1 * Vs(l) 
P2 = 12 * Ts * Vs(l) 
Pa = Is * TI * Vs(l) 
P4 = Is * Ts * Vs(2) 

DI = E2 * Ws(l) U2 = (2) 
U4 = (1) 
Us = UI&U2(1) l :' = U,&U,&U.(l) 

I 
Problem 
Identifi
cation 
It (2) 
12(1) 
Is = ft&I2(1) 

IT 1 V 1 W 
Generation 
of 
terminology 
TI(l) 
T2(2) 
Ts = Tl&T2(1) 

Knowledge 
acquisition 
Vl(3) 
V2(2) 
Vs = VI&V2(1) 

Fig. 11.4. Design morphology 

Enhan
cement 
EI(3) 
E2(2) 

Knowledge 
acquisition 
W1(3) 
W2(2) 
Ws = W1&W2(1) 

Let us construct a series solution strategy on the basis of morphological 
clique problem. Priorities of OA's (r = 1, .. . ,3) received by expert judgment 
are presented in brackets in Fig. 11.4. Tables 11.16, 11.17, 11.18, and 11.19 
contain compatibility. 
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Table 11.16. Compatibility 

Tl 1 T2 1 Ts 1 VI 1 V2 1 Vs 

h 3 1 3 3 1 3 
12 2 3 3 2 3 3 
Is 3 3 3 3 3 3 
Tl 3 1 3 
T2 2 3 3 
T5 3 3 3 

Table 11.19. Compatibility 

Dll U21 U31 U4 1 Us 1 Us 

PI 1 2 3 2 2 3 
P2 2 2 3 2 2 3 
P3 2 2 2 2 2 3 
P4 3 3 3 2 3 3 
Dl 1 3 2 3 3 

ADDITIONAL APPLIED PROBLEMS 293 

Table 11.18. 
Compatibility 

Table 11.17. 
Compatibility Rl1R21 Rs 

0 1 3 2 3 
O2 1 3 3 Wl1W21 Ws 

EI 3 1 3 0 4 1 3 3 
E2 3 3 3 Os 3 3 3 

Table 11.20. Independence 

s11 s 21 s 31 s 41 Ss 
SI 3 1 3 1 
S2 3 1 2 4 
S3 1 1 1 1 
S4 3 2 1 1 
Ss 1 4 1 1 

Now we combine composite Pareto-effective (by N) DA's: 
(a) PI = 12 * Tl * Vs, P2 = [2 * Ts * Vs, P3 = Is * Tl * Vs, P4 = Is * Ts * Vs, 

N = (3; 3, 0, 0); 
(b) Dl = E2 * Ws, N(Dt} = (3; I, 1,0); and 
(c) SI = P4 *DI *U6, N(St) = (3;2,1,0); and S2 = P2*DI *U4, S3 = 

P2 * DJ * U6, S4 = P3 * DI * U4, Ss ::: P3 * Dl * U6, N = (2; 3, 0, 0). 
Fig. 11.5 illustrates two above-mentioned Pareto-effective points for S. Let 

us point out the following bottlenecks for some composite DA's: P4 for SI, 
(P2 , Dl ) for S3, and (P3 , Dt) for Ss . Each improvement of bottlenecks above 
leads to the ideal solution. 
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Ideal point 

w=3 
w=2 

w=l 

Fig. 11.5. Quality lattice and Pareto-effective points 

Now we may design a parallel strategy for the top level (5). Table 11.20 
contains estimates of independence or complementability between DA's for 5 . 
We search for a maximal clique which is Pareto-effective one by the following 
vector: M(Y) = (h(Y) ; K(Y», where Y is a set of selected elements, and h is 
the minimum of pairwise independence in Y, and K = IYI. 

Finally, a resultant parallel strategy for 5, which is computed on the basis 
of clique problem with the maximum element independence, is the following 
(Fig. 11.6): 52&55 • M = (4; 2). 

Fig. 11.6. Parallel-series solving strategies 
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11.3 DESIGN OF VIBRATION CONVEYOR 

Design of mechanical machines is the basic direction of engineering design ( 
[138], [165], [167], [168], [169], [217], [218], [287], [387], [463], [467], etc.). Para
metric optimization is a traditional application of the multicriteria approach 
to the design of mechanical systems ([138], [486], etc.). However, hierarchical 
composition of systems is important for mechanical engineering practice too, 
especially for the design of complex systems ([113], etc.). 

The use of hierarchical approaches to manufacturing planning has a long 
t ime ([114], [487], etc.). Sause and Powell examined hierarchical design process 
model for computer integrated structural engineering ([448], [449]) . Recently 
hierarchical design schemes based on multicriteria analysis and selection have 
been used for many complex manufacturing systems ([202]' [238], [269], [270], 
etc.). Tsukune et. al. proposed hierarchical modular manufacturing to inte
grate intelligent and complex machines [505]. 

This section addresses the implementation of HMMD to vibration convey
ors [314]. Reduction gears, vibration machines are often basic examples for 
applications of machine design optimization ([133], [463], [482], etc.). Yet, our 
proposed example outlines the hierarchical composition of a mechanotronical 
system including the following : development of tree-like structure; multicriteria 
description of components and their interconnection; and selection, composi
t ion, and refinement of DA's. 

11.3.1 Structure of Conveyor 

We consider a hierarchical structure of vibration conveyor that is shown in Fig. 
11.6. 
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Vibration Conveyor 

51 = D3 * U3 * 12 * Q1 * B4(2) 
52 = D3 * U3 * 12 * Q3 * B4(4) 
53 = D3 * U3 * 12 * Q4 * B4(2) 

Load Adjustment and 
carrying oscillation 

,-_________ --,--L.._-,-___ -,-----, system 

D = E * V * R * M Major U 
Conveyor elastic Vibration 
drive system insulation 

D1 = E1 * V3 * R3 * M4(1) U1(2) h(3) 
D2 = E1 * V3 * R3 * M5(1) U2(3) 12(1) 
D3 = E1 * V3 * R2 * M4(1) U3(1) h(l) 
D4 = E1 * V3 * R2 * M5(1) 14(2) 

M 
Energy Vibrator Elastic Gearing 
source V1(3) gear M1(3) 
E1(2) V2(2) R1(2) M2(2) 
E2(3) V3(2) R2(1) M3(2) 
E3(2) V4(3) R3(2) M4(1) 

V5(1) M5(1) 

Q B=C*O 
B1 = C2 * 0 1(2) 
B2 = C2 * 0 5(3) 
B3 = C3 * 0 4(2) 
B4 = C1 * 0 5(1) 

Oscillation 

o 
Adjustment 0 1 ( 4) 

C1(2) O2(3) 
C2(4) 0 3(3) 
C3(4) 0 4(2) 

0 5(2) 
0 6(3) 
0 7(3) 
08(2) 

Fig. 11.6. Structure of vibration conveyor (ordinal priorities 
of DA's are shown in brackets) 

11.3.2 Composition of Conveyor Drive 

Table 11.21 contains criteria of components. DA's and estimates of components 
are presented in Tables 11.22, 11.23, 11.24, and 11.25. Table 11.26 contains 
compatibility between DA's for components of conveyor drive (D). Criteria 
for conveyor drive are presented in Table 11.27. Composite DA's are shown in 
Table 11.28. 

11 .3.3 Composition of Adjustment and Oscillation System 

Table 11.29 contains criteria of components of B. DA's and estimates for com
ponents of B are presented in Tables 11.30 and 11.31. Criteria for adjustment 
and oscillation system are presented in Table 11.32. Table 11.33 contains com
patibility between DA's for components of B. Composite DA's are shown in 
Table 11.34. 



www.manaraa.com

ADDITIONAL APPLIED PROBLEMS 297 

11 .3.4 Composition of Vibration Conveyor 

Table 11.35 contains criteria for U, I, and Q. DA's and estimates for com
ponents U, Q, and I are presented in Tables 11.36, 11.37, 11.38. Table 11.39 
contains compatibility between DA's for components of vibration conveyor 5 . 
Criteria for vibration conveyor are presented in Table 11040. Composite DA's 
are shown in Table 11.41. Fig. 11.7 depicts a concentric presentation of com
posite decision (51) ' 

Table 11.21. Criteria for 
components of D 

Criteria Weight 

Power Fe1 -1 
Starting torque Fe2 -1 
Reliability Fe3 1 
Cost Fe4 -1 
Maintenance Fe5 1 
Controllability F.6 1 
Power Fu1 1 
Weight Fu2 -1 
Reliability Fu3 1 
Cost FU4 -1 
Maintenance Fus 1 
Clearance Fu6 -1 
Reliability Fr1 1 
Strength Fr2 1 
Mass Fr3 -1 
Clearance Fr4 -1 
Cost Frs -1 
Capacity Fr6 1 
Mass Fm1 -1 
Clearance Fm2 -1 
Efficiency Fm3 1 
Reliability Fm4 1 
Cost Fm5 -1 
Maintenance Fm6 1 

Table 11.22. DA's of E 

DA's Crit':!ria 

11 '213141516 
Electric energy E1 3 1 3 2 2 3 
Hydraulic source E2 2 0 2 2 1 1 
Pneumatic source E3 1 0 1 1 1 1 

Table 11.23. DA's of R 

DA's Criteria 

1 I 2 I 3 I 4 I 5 I 6 
None R1 0 0 0 0 0 0 
Linear system R2 2 2 1 1 1 1 
Non-linear system R3 1 1 2 2 2 2 
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Table 11.24. DA's of V 

DA's Criteria 

11213141516 
Hydraulic vibrator VI 4 3 2 3 1 3 
Pneumatic vibrator V2 2 2 1 2 2 2 
Eccentric vibrator V3 5 2 3 1 3 2 
Electromagnetic vibrator V4 3 3 2 4 1 3 
Piezoelectric vibrator Vs 1 1 2 4 2 1 

Table 11.25. DA's of M 

DA's Criteria 

11213141516 
None MI 0 0 0 0 0 0 
Reduction gear box M2 3 3 3 3 1 2 
Worm gear box M3 3 2 1 3 1 2 
Planet gear box M4 2 1 3 2 2 2 
Wave gear box Ms 1 1 2 2 3 1 

Table 11.26. Compatibility for elements of D 

VI IV2IV3IV4IVsIRIIR2IR3 IMIIM2IM~M41Ms 
El 0 0 7 7 7 1 3 4 0 3 3 4 4 
E2 7 3 1 0 0 4 2 3 3 1 1 1 1 
E3 3 7 1 0 0 5 2 3 3 1 1 1 1 
VI 3 2 2 7 1 1 1 1 
V2 3 2 2 7 1 1 1 1 
V3 1 7 5 1 7 7 7 7 
V4 3 5 6 7 1 1 1 1 
Vs 5 2 1 5 1 1 2 4 
RI .. R3 7 7 7 7 7 

Table 11.27. Criteria for D 

Criteria ~eight Specification 

Power Fdl - 1 Fe1s + Ful 
Starting torque Fd2 -1 F. 2 
Reliability Fd3 1 min(F.3, Fu3 , Frl , Fm4 ) 
Cost Fd4 -1 F.s + FU4 + Fr5 + Fms 
Maintenance FdS 1 min(F.s , Fus, Fm6 ) 
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Table 11 .28. Composite DA's of D 

DA's 

D1 = E1 * V3 * R3 * M4 
D2 = E1 * V3 * R3 * Ms 
Da = E1 * Va * R2 * M4 
D4 = E1 * Va * R2 * Ms 

Table 11.29. Criteria for 
components of B 

Criteria 

112131415 
8 11 72 
8 1 1 6 1 
8 1262 
81251 

Criteria Weight 

Power drain Fe1 -1 
-1 

N 

4; 1,3,0,0 
4;1,3,0,0 
3; 2,2,0,0 
3;2,2,0,0 

Starting torque Fe2 
Cost Fea -1 Table 11 .30. DA's of C 

Reliability Fe4 1 DA's 
Maintenance Fes 1 
Power drain Fo1 -1 
Capacity Fo2 1 Quasi-resonance (after) 
Controllability Foa 1 Resonance 

Criteria 

11213/415 
C1 2 2 1 3 3 
C2 1 1 3 1 1 

Destroyability Fo4 -1 Quasi-resonance (before) C3 3 3 2 2 2 

Table 11.31. DA's of 0 

DA's Criteria 

1 1 2 1 3 I 4 
Straightforward/harmonic/with throw up 0 1 3 2 1 2 
Elliptic/harmonic/with throw up O2 4 3 2 2 
Straightforward/harmonic/without throw up Oa 1 1 1 1 
Elliptic/harmonic without/throw up 0 4 3 2 2 1 
Straightforward/non-harmonic/with throw up 05 5 4 2 1 
Elliptic/non-harmonic/with throw up 0 6 6 5 3 3 
Straightforward/non-harmonic/without throw up 0 7 2 2 2 2 
Elliptic/non-harmonicfwithout throw up Os 3 3 3 2 
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Table 11.32. Criteria for B 

Criteria tweight Specifica-
tion 

Energy drain FbI -1 Fc1 + Fa1 
Starting 
torque H2 -1 Fc2 

Cost Fb3 -1 Fc3 
Reliability Fb4 1 Fc4 
Maintenance FbS 1 Fcs 

Table 11.33. Compatibility for 
elements of B 

011021031041 Osl 0 6 1 0 7 1 0 8 

C1 5 4 3 2 4 3 2 3 
C2 7 6 5 5 6 5 3 3 
C3 3 3 6 6 2 1 5 4 

Table 11.34. Composite DA's of B 

DA's Criteria N 

112131415 
B1 = C2 * 0 1 4 1 311 7;0,0,0,2 
B2 = C2 * Os 6 1 3 1 1 6;0,1,0,1 
B3 = C3 * 0 4 63222 6;0,1,0,1 
B4 = C1 * Os 72133 4;0,2,0,0 
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Table 11.35. Criteria for U, I, Q 

Criteria ~eight 

Reliability Ful 1 
Strength Fu2 1 
Mass Fu3 -1 
Clearance FU4 -1 
Cost Fu5 -1 
Maintenance Fu6 1 
Rigidity Fql 1 
Weight Fq2 -1 
Cost Fq3 -1 
Reliability Fq4 1 
Maintenance Fq5 1 
Capacity Fq6 1 
Decreasing of amplitude of 
vibration conveyor oscillationFil 1 
Weight Fi2 -1 
Cost Fi3 -1 
Reliability Fi4 1 
Maintenance Fi5 1 

Table 11.36. DA's of U 

DA's Criteria 

1 I 2 I 3 I 4 I 5 I 6 

Torsion-elastic system U3 2 2 2 2 3 2 
Spring-elastic system U2 1 1 3 3 2 3 
Rubber-metal elastic 
system U1 3 3 1 1 1 1 
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Table 11.37. DA's of I 

DA's Criteria 

112131415 
None II 0 0 0 0 0 
Shock absorption vibration 
oscillation 12 1 3 1 2 3 
Dynamic dampers of 
oscillation 13 2 2 2 2 2 
Active vibration with active 
active element in control 
circuit (feedback} 14 3 1 3 1 1 

Table 11.38. DA's of I 

DA's Criteria 

11213141516 

Trough-like surface (small) h 11110 1 
Trough-like surface (middle) 12 122102 
Trough-like surface (big) la 133103 
Box-like surface (small) 14 111101 
Box-like surface (middle) Is 122 102 
Box-like surface (big) Is 133 103 

Table 11.39. Compatibility for elements of S 

UI .. Ual hi 121 lal 141 Qt .. Q61 BI .. B4 

QI .. Q6 6 6 6 6 6 6 6 
h .. 14 6 7 6 6 6 6 
UI .. Ua 6 6 
Dl .. D4 6 



www.manaraa.com

ADDITIONAL APPLIED PROBLEMS 303 

Table 11.40. Criteria for 5 

Criteria ~eight Specification 

Capacity F.l 1 Fq6 
Clearance F. 2 -1 
Weight F.4 -1 Fi2 + Fq2 
Metal drain F.4 -1 
Energy drain F.5 -1 Fbl 
Reliability F.6 1 ~in(Fd3,Fbl,Fi4,Fq4,Fb4) 
Strength F.7 1 FU4 
Controllability F,B 1 
Cost F. 9 -1 Fd4 + Fu5 + Fi3 + Fq3 + Fb3 
Maintenance FIlD 1 ~in(FdS, Fu6 , FiS, Fn5 , FbS) 

T bl 1141 C a e omposlte DA' f5 so 

DA's Criteria N 

1121314/5/6/7/8/9/10 

51 = P3 * U3 * 12 * Ql * B4 1 0 1 0 0 1 0 0 1 1 6;4,1,0,0 
52 = P3 * U3 * 12 * Q3 * B4 3 0 3 0 0 1 0 0 3 1 6; 4,1,0,0 
53 = P3 * U3 * 12 * Q4 * B4 1 0 1 0 0 1 0 0 1 1 6·4,1,0,0 

11.3.5 Revelation of Bottlenecks and Refinement 

Finally, let us study bottlenecks and improving actions for conveyor drive (Table 
11.42). The following types of improvement actions are used: generation of an 
ideal point (1), improvement of a Pareto-effective point (2) ; extension of a 
Pareto-effective point set by means of additional point(s) (3); and construction 
of a Pareto-effective point set by means of dominance relation (4). 
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U2 

U1 

.-----------------~U3~----------~ 

'------------j B4 

Bl 
B3 

B2 

'------i Ql f--_......J 
Q3 
Q4 

Q2 
Q5 
Q6 

Fig. 11.7. Concentric presentation of composite DA's (5J) 

Table 11.42. Some bottlenecks and improvements 

Composite DA's Bottlenecks Action 

DA's Ins w/r Type 

Dl = El * V3 * R3 * M4 El 2 => 1 2 
Dl = El * V3 * R3 * M4 V3 2 => 1 2 
Dl = El * V3 * R3 * M4 R3 2 => 1 2,4 
D2 = El * V3 * R3 * M5 El 2 => 1 2 
D2 = El * V3 * R3 * M5 V3 2=>1 2 
D2 = El * V3 * R3 * M5 R3 2 => 1 2,4 
D3 = El * V3 * R2 * M4 El 2 => 1 2 
D3 = El * V3 * R2 * M4 V3 2 => 1 2 
D4 = El * V3 * R2 * M5 El 2=>1 2 
D4 = El * V3 * R2 * M5 V3 2 => 1 2 
D3 = El * V3 * R2 * M4 (El,R2) 3=>4 2,4 
D4 = El * V3 * R2 * M5 (E1 , R2) 3=>4 2,4 

El * V3 * R2 * M2 M2 2=>1 3 
El * V3 * R2 * M3 M3 2 => 1 3 
El * V3 * R2 * M5 I (V5 , R2) 2=>3 3,4 

.. -
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11.4 DEVELOPMENT PHASES OF A DSS 

N ow we consider an illustration for system development on the basis of DSS 
COMEI (Fig. 11 .8, 11.9, 11.10, and 11.11) ([294], [297], [317], etc.). Some 
descriptions of the system were presented in the chapters: 1 (morphological 
graph-menu for techniques) , 3 (morphological environment for techniques and 
composition of series-parallel solving strategies), and 11 (graphical user inter
face) . Here we examine five phases (generation of system versions: 0, 1, 2, 3, 
4) with corresponding structures and DA's. 

System 0 
SO =T 

T 
Techniques 
T1 

System 1 
S1 = T* U 

U 
User Interface 
L1 

Fig. 11 .8. Development of DSS Structure (1st step): phase 1 

System 2 
S2 = T * U(L) * Y 

Y 
Tool for Synthesis 

of Solving Strategy 
Y1 

Fig. 11.9. Development of DSS Structure (2nd step) : phase 2 
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*Y*E*H 

Y Tool for E H 
T Synthesis Library of Hypertext 

of Strategy examples 
Y1 E1 H1 

Fig. 11.10. Development of DSS Structure (3nd step): phase 3 

T 
E 
Library of 

examples 
E1 

H 

Fig. 11 .11. Development of DSS Structure (4nd step) : phase 4 

Note that phases 1, 2, and 3 are based on an extension of previous system 
versions (i .e., extension of structure and addition of DA's) . Phase 4 is based 
on an extension and a change of previous system version, including deletion of 
DA's. 

Here we use representatives of DA's as follows : ELECTRE-like technique 
T1 ; utility function technique T2 ; expert stratification technique T3 ; command 
language L 1 ; menu for techniques L2 ; morphological graph-menu for techniques 
G1 ; graphics for data G2 ; tool for composing a composite solution strategy Y1 ; 

database of examples E1; hypertext system (description of multicriteria models, 
examples of criteria, references , etc.) H 1; and hypertext system on investment 
H2 • 

Note that phase 4 was based on the following: 
(a) mainly users did not use the mode of strategy synthesis (the correspond

ing component was deleted); and 
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(b) it was required to improve usability of the system by additional graphical 
presentation of information. 

Our example demonstrates a possibility to investigate dynamics of decom-
posable systems, including the following: 

(i) trajectories of development; 
(ii) similarity/dissimilarity of system versions; and 
(iii) quality analysis of complex decomposable systems. 
Clearly, dynamics of decomposable systems can be applied as a fundamental 

to design special data and knowledge bases for research and education in the 
field of complex systems. 

In addition, it is reasonable to note an interesting attempt to modeling 
dynamics for hierarchical systems (graph dynamics) that has been proposed 
by Aizerman et al. in ([8], and [9]). In these papers, the following kinds of 
operations have been introduced: 

(a) unary operations; 
(b) additive operations; 
(c) binary and more complex operations; and 
(d) n-ary operations. 
As a result, functional inequalities and equations to describe system changes 

are proposed. 

11.5 SELECTION OF INTERRELATED PROJECTS 

Selection of interrelated research projects has been intensively studied by many 
scientists ([71], [101], [478], etc.). The problem is used in scientific foundations, 
in investment processes and in educational management. In our opinion, inter
related research projects may be very useful in organizing a group of students 
with different professional orientations for joint project execution. 

In this section, we consider a simple illustrative example that is oriented 
to a composite project consisting of three interrelated studies in management, 
ecology, and urban planning (Fig. 11.12). Clearly our example may be extended 
by the addition of several other topics (e.g., operations research, computer 
science, sociology, technological forecasting, information science, and decision 
science). Here morphological approach is applied. On the other hand, it is 
reasonable to examine the same numerical example on the basis of several 
different models. 

Table 11.43 contains criteria for alternative projects. Table 11.44 presents 
DA's, and their estimates on criteria. Factors of compatibility and correspond
ing estimates (initial and resultant) are contained in Tables 11.45, 11.46, and 
11.47. Resultant estimates of compatibility is based on multicriteria ranking. 
Composite DA's, bottlenecks and improvement actions are presented in Ta-
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ble 11.48 and 11.49. Fig. 11.13 depicts the space of system excellence and 
composite DA's. 

Composite project 5 = E * R * U 
51 = E4 * ~ * U3(1) 
52 = E4 * R6 * U3 (1) 

E R U 
Management Ecology Urban planning 

E1(1) R1(1) U1(2) 
E2(2) R2(2) U2(4) 
E3(3) R3(3) U3(1) 
E4(1) R4(2) U4(1) 
Es(2) Rs(4) 
E6(2) R6(1) 

Fig. 11.12. Structure of composite project (priorities 
of DA's are shown in brackets) 

Table 11.43. Criteria 

Criteria Weights 

EIRIU 
l.New scientific result 3 3 5 
2.Possible utilization 5 5 4 
3.Executed part of research 3 4 4 
4.Personnel characteristic 4 2 2 

(background, experience,etc.) 
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Table 1l.44. DA's and their estimates 

DA's Criteria 

1 /2 / 3 / 4 

El Analysis of taxation policy 4 5 3 4 
E2 International marketing for conversion 2 5 4 3 

production 
E3 International marketing for small business 2 5 3 3 
E4 Strategy planning 3 5 5 4 
Es Support of new technologies 3 4 3 5 
E6 Economics of information technology 4 3 4 4 
Rl Risk analysis of chemical manufacturing 2 5 4 4 
R2 Environmental impact to pulmonary diseases 5 5 3 3 
R3 Ambient conditions in highway neighborhood 3 4 3 3 
R4 Ecological activities after the end of 3 5 3 4 

oil/gas field utilization 
Rs Water resources for urban conglomeration 3 3 3 4 
R6 Computer system development for 2 4 4 5 

ecological analysis in urban regions 
U1 Transport-traffic control system for 3 4 4 4 

for urban conglomeration 
U2 DSS for urban planning 3 4 3 3 
U3 AI tools for analysis of urban regions 4 5 3 3 
U4 System analysis of house-building 4 4 4 4 

for dwelling 

Table 1l.45. Factors of compatibility 

Factors Weight 

l.Common methodology, techniques 1 
2.Common information 3 
3.Common investigated subject (region, etc.) 5 
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Table 11.46. Compatibility 

Rl I R2 I R3 I R4 I Rs I R6 
El (000)/0 (000)/0 (000)/0 (011)/3 (001)/2 (001)/2 
E2 (000)/0 (000)/0 (000)/0 (011)/3 (011)/3 (012)/4 
E3 (000)/0 (000)/0 (000)/0 (000)/0 (000)/0 (000)/0 
E4 (111)/3 (111)/3 (112)/4 (222)/5 (211)/3 (211)/3 
Es (001)/2 (001)/2 (000)/0 (001)/2 (001)/2 (001)/2 
E6 (111)/3 (111)/3 (000)/0 (111)/3 (000)/0 (221)/4 

Table 11.47. Compatibility 

Ul I U2 I U3 I U4 
El (000)/0 (000)/0 (000)/0 (000)/0 
E2 (011)/3 (011)/3 (011)/3 (000)/0 
E3 (000)/0 (000)/0 (000)/0 (000)/0 
E4 (112)/5 (111)/4 (111)/4 (111)/4 
Es (011)/4 (000)/0 (000)/0 (011)/4 
E6 (111)/4 (111)/4 (111)/4 (011)/4 
Rl (000)/0 (000)/0 (000)/0 (000)/0 
R2 (000)/0 (300)/1 (300)/1 (011)/0 
R3 (101)/3 (000)/0 (211)/5 (000)/0 
R4 (300)/1 (300)/1 (300)/1 (200)/0 
Rs (000)/0 (000)/0 (210)/3 (000)/0 
R6 (100)/0 (300)/1 (300)/1 (000)/0 

Table 11.48. Composite DA's 

DA's N 

81 = E4 * R3 * U3 4;2,0,1,0 
82 = E4 * R6 * U3 1;3,0,0,0 
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Ideal point 

w=5 
w=4 

w=1 

Fig. 11.13. Quality lattice and Pareto-effective points 

Table 11.49. Some bottlenecks and improvement actions 

Composite DA's Bottlenecks Action 

DA's Ins wlr Type 

51 = E4 * R3 * U3 R3 3~ 1 2 
51 = E4 * R6 * U3 (E4' U3) 4~5 2 

11.6 INVESTMENT 

Investment problenls are often based on knapsack-like models, multicriteria 
comparison of basic investment alternatives, and probabilistic analysis. This 
field has been intensively studied for many years ([319], [320],[346], [484], etc.). 
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Composite portfolio S = A * B * C 
S1 = A4 * B4 * C3(1) 
S2 = A4 * Bs * C3(1) 

A B C 
Short-time Middle-time Long-time 
investment investment investment 

A1(3) B1(3) C1(3) 
A2(3) B2(4) C2(3) 
A3(3) B3(2) C3(2) 
A4(2) B4(3) C4(1) 

Bs(l) 

Fig. 11.14. Structure of composite investment portfolio 
(priorities of DA 's are shown in brackets) 

Table 11.50. Criteria 

Criteria Weights 

AlBiC 
1.Profit (0, ... ,100) 5 7 6 
2.Risk (-; 0, ... ,100) 4 5 4 
3.Prestige (0,1,2) 4 3 3 
4.Possibility for continuation (0, .. . ,5) 3 
5.Possibility to found a new company (0,1,2) 4 4 
6.0btaining a new experience (0, ... ,7) 2 2 
7.Possibility to organize a new market (0, ... ,7) 4 4 
8.Possibility to obtain NAME (0, .. . ,7) 2 2 2 
9.Connection with previous activity (0 , ... ,7) 3 2 3 

Here let us consider a simple hypothetical illustrative example that is based 
on morphological approach. Fig. 11.14 depicts a structure of a composite 
investment portfolio. Table 11.50 contains criteria. DA's and their estimates 
are shown in Table 11.51. 
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Table 11.51. DA's and their estimates 

DA's Criteria 

11213141516171819 

Al State bonds 10 0 2 2 0 1 
A2 Bank deposit 12 0 2 2 2 0 
Aa Speculation on the stock exchange 30040 3 1 2 0 
A4 Oil shares 20 25 3 1 2 0 
BI State bonds 15 0 2 0 0 0 0 1 
B2 Bank deposit 18 0 2 0 0 0 0 1 
Ba Immovables 20 10 4 1 2 1 6 3 
B4 Jewelry 30 30 4 0 1 1 2 2 
Bs Biotechnology (shares) 28 20 4 2 6 5 6 7 
C1 State bonds 20 0 2 0 0 0 0 1 
C2 Bank deposit 24 0 2 0 0 0 0 1 
Ca Antique 30 20 4 1 1 1 5 2 
C4 Airspace companies (shares) 26 12 4 1 3 2 4 4 

Table 11.52. Compatibility 

BI I B21 Bal B41 Bsl C1 I C21 Cal C4 

Al 4 3 3 3 5 4 3 5 5 
A2 5 4 4 3 5 5 4 5 4 
Aa 5 5 4 3 2 5 5 4 3 Table 11.53. Composite DA's 
A4 5 5 5 4 2 5 5 4 3 DA's N 
BI 4 3 5 5 
B2 4 4 5 5 51 = A4 * Ba * C I 5;0,2,1,0 
Ba 5 5 4 4 52 = A2 * B5 * C1 5;1,0,2,0 
B4 5 5 3 3 5a = A2 * Ba * C4 4;1,1,1,0 
Bs 5 5 4 3 54 = A2 * B5 * C4 3;2,1,0,0 
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w=3 

Fig. 11.15. Quality lattice and Pareto-effective points 
Compatibility is presented in Table 11.52. Table 11.53 involves composite 

DA's, Table 11.54 contains bottlenecks and improvement actions. Fig. 11.15 
depicts Pareto-effecive points that correspond to composite DA's. 

Table 11.54. Some bottlenecks and improvement actions 

Composite DA's Bottlenecks Action 

DA's Ins w/r Type 

Sl = A4 * B3 * C1 A2 2=} 1 2 
Sl = A4 * B3 * C1 B3 2=} 1 2 
Sl = A4 * B3 * C1 C1 3=}2 2 
S2 = A2 * Bs * C1 A2 3=}2 2 
S2 = A2 * Bs * C1 C1 3=}2 2 
S3 = A2 * B3 * C4 A2 3=}2 2 
S3 = A2 * B3 * C4 B3 2=} 1 2 
S3 = A2 * B3 * C4 (A2, B3) 4=}5 2 
S4 = A2 * Bs * C4 A2 3=}2 2 
S4 = A2 * Bs * C4 (Bs,C4) 3=}4 2 

11.1 PLANNING OF EXPLORATION FOR OIL/GAS FIELDS 

This section is based on a material that was prepared by the author and Dr. 
V.1. Poroskun (Moscow, Russia) . Initial data on oil/gas fields in peninsula 
Yamal (Siberia) were taken from the handbook [340]. 
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The following hierarchy of geological objects is considered: (i) a basic object 
(bottom level); (ii) group of geological objects; (iii) oil/gas fields; and (iv) 
geological region. 

The following attributes for geological objects above are taken into account: 
(1) characteristic of deposit as follows: deposit (3), perspective geological 

object (2), and perspective object in geological snare (1); 
(2) depth of deposit (m); 
(3) type of fluid (classification factor of hydrocarbon as follows: gas, gas & 

condensate, and oil); 
(4) volume of supply or resource (cubic m); 
(5) oil/gas output (cubic m in 24 hours); 
(6) complexity of mining and geological situation; 
(7) reliability (risk) of obtaining an output (0 ... 100); 
(8) category of supply (SI - 0.2, S2 - 0.5, S3 - 0.8, etc.); and 
(9) proximity to a technological base. 
The following list of alternative actions (DA's) is studied for each geological 

object: 
(a) without action (Xt); 
(b) additional exploration action for definition of supply (X2); 
(c) independent use of geological object (gas) (X3); 
(d) independent use of geological object (oil) (X4 ); 

(e) independent use of geological object (gas and oil) (Xs); 
(f) joint use of geological object (gas) (X6 ); 

(h) joint use of geological object (oil) (X7); and 
(g) joint use of geological object (oil+gas) (Xs). 
Further, for each geological object we will select on the basis of expert judg

ment a subset of these alternative actions (with corresponding index). Thus 
these selected DA's are a base to combine composite exploration actions (com
posite DA's) for a group of geological objects and, then, for oil/gas fields . 

The basic material involves a geological region, that consists of five oil/gas 
fields as follows [340]: "Harosovey", "Arkticheskoe", "Neitinskoe", "Krusen
sternskoe" , and" Bovanenkovskoe" . 

Exploration plans were built for each oil/gas field, and the composite plan 
for the region was combined . Here we present only an example for oil/gas fields 
" Harosovey" . 

A structure of the exploration plan shown in Fig. 1.16. 
The expert, who has participated into the solving process in the considered 

problem, had excellent knowledge and intuition in geology, and it was satisfied 
for the specification of the following initial results: 

(1) selection of DA's for each geological object, i.e. each leaf node of the 
hierarchical model (Fig. 11.16); 
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(2) ranking the DA's for each geological object; and 
(3) specification of compatibility between DA's (in ordinal scale). 
Table 11.55 presents factors that are basic for the specification of compatibil

ity between strat~gy elements. Compatibility between DA's that were specified 
by expert are presented in the Tables 11.56, 11.57 and 11.58. 

Here we obtain the only one composite decision for each component B, C, 
D, and, as result, for top-level too (Table 11.59). 

A=B*C*D A l =B l *Cl *D l (l) 
PKl-TP8 TPI2-TP23 TP26-U2 

B=E*H*G*J*1 C=K*L*M*O D=P*Q 
Bl = E3 * H3 * G3 * h * 16(1) C l = K6 * L6 * M2 * O2(1) Dl = P3 * Q2(1) 

Fig. 11.16. Structure of the exploration plan 

U2 
Q 

Ql(l) 
Q2(1) 
Q4(3) 
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Table 11.55. Factors of compatibility 

DA's Factors 

1. PKI E & TP4 H Proximity, supply 
2. PKI E & TP5 G Proximity, supply 
3. PKI E & TP5A J Proximity, supply 
4. PKI E & TP8 1 Proximity, supply 
5. TP4 H & TP5 G Supply, proximity 
6. TP4 H & TP5A J Supply, proximity 
7. TP4 H & TP8 1 Supply, proximity 
8. TP5 G & TP5A J Supply, proximity 
9. TP5 G & TP8 1 Supply, proximity 
1O.TP5A J & TP8 1 Supply, proximity 
I1.TP12 K & TP16 L 55 + V, proximity 
12.TP12 K & TP19 M Supply, 55 + V, proximity 
13.TP12 K & TP23 0 Supply, 55 + V, proximity 
14.TP16 L & TP19 M Supply, 55 + V, proximity 
15.TP16 L & TP23 0 Supply, 55 + V, proximity 
16.TP19 M & TP23 0 Supply, 55 + V, proximity 
17.TP26 P & U2 Q Supply, 55 + V, proximity 

Table 11.56. Compatibility for PKl-TP8 B 

H21 H31 H61G21G61h Ih IJ 6112 116 

E2 2 2 1 2 1 2 2 3 2 3 
E3 2 4 1 1 2 2 4 1 2 4 
H2 3 3 2 2 3 3 4 
H3 3 4 2 3 2 3 4 
H6 3 4 1 3 4 3 4 
G2 3 4 3 2 3 
G6 1 3 3 3 4 
J2 3 3 
h 2 2 
J6 3 4 
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Table 11.57. Compatibility 
TPI2-TP23 C 

L21 L61M21 MsI021 Os 

K2 3 3 4 3 4 3 
K6 3 4 4 ° 4 ° L2 4 3 4 3 
L6 3 ° 3 ° M2 4 3 
Ms 3 2 

Table 11.59. Composite DA 's 

DA's 

BI = E3 * H3 * G3 * Ja * Is 
C1 = K6 * L6 * M2 * O2 

DI = P3 * Q2 
Al = Bl * C1 * D\ 

11.8 SUMMARY 

Table 11.58. 
Compatibility TP26-U2 D 

QljQ2jQ6 
P2 4 4 1 
Ps 4 2 1 

N 

2;5,0,0,0 
3;4, 0,0, 0 
4; 2,0,0,0 
5;3,0,0, 0 

This chapter has demonstrated additional applications of morphological ap
proaches to decomposable systems. Our examples can be used as basic ones 
for new applications and for learning of potential users. 
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12 CONCLUSION 

This book is based on the following viewpoint: 

A number of creative problems will be increasing in all applied and scientific 
domains, and combinatorial morphological appoarches may be successfully used 
for many of them. 

We have examined combinatorial engineering of decomposable systems as 
an engineering implementation of combinatorial morphological approaches to 
many applied systems. The following basic operations for decomposable sys
tems were considered: 

1. Description and/or presentation, including tree-like system model, exter
nal requirements: criteria, constraints for the system and its elements, design 
alternatives (DA's) for the elements (nodes of the system model), interconnec
tion (Ins) among DA's, and estimates of DA's and Ins. 

2. Analysis and evaluation, i.e., multi-level assessment of the system and its 
elements, including assessment of composite DA's in a complex space of system 
excellence. 

319 
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3 . Analysis as revelation of bottlenecks (by system parts, by Ins, by and 
system structure). 

4. Comparison of system versions (by components and DA's, by Ins, and by 
structure) . 

5. Selection of system or their components. 
6. Synthesis, including two problems as follows: (i) selection of the best 

system version; (ii) hierarchical synthesis (design of system model, specification 
of requirements, generation of DA's, assessment of DA's and Ins, composition 
of composite DA's). 

7. Transformation (e.g., modification, improvement, adaptation, change, 
approximation), including generation of improvement actions (improvement of 
DA's and/or Ins and modification of the system model) and scheduling. 

We have investigated approaches to the above-mentioned operations includ
ing many realistic examples. On the other hand, our description of decompos
able systems and operations for them require many new investigations. The 
proposed materials (models, examples, etc.) may be considered as the first step 
to develop ABC of decomposable systems. So there is an additional goal of 
the book: 

To attract scientists, researhers, and practioners attentions to engineering 
of decomposable systems. 

Note combinatorial optimization problems have been investigated for many 
years in various applications. However, the use of these problems for composing 
the complex design alternatives on the basis of standard designs is a significant 
opportunity for the improvement of design and planning processes . This is the 
key problem. 

In our book, we have examined several combinatorial composition problems. 
In our opinion, proposed morphological clique problem is very useful by two 
reasons as follows: 

(a) as a basis for system design and planning (many applied domains); and 
(b) as a basis for algorithm design (i .e., morphological approach to macro

heuristics) . 
Obviously, it is reasonable to study various other modifications of the com

position problems too. 

The list of several significant issues for future investigations is the following: 

1. Exploration of many new application fields (e.g., medical treatment and 
innovation processes). 
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2 . Modeling of system development phases (development trajectories) in
cluding applications for various domains (e.g., information systems, software 
packages, transportation systems, communication systems, and software pack
ages) . 

3. The use of morphological metaheuristics for many other combinatorial 
problems. 

4. The use of morphological approaches at various phases of knowledge en
gineering (problem identification, knowledge acquisition , testing , explanation, 
and utilization of knowledge). 

5. Approximation and comparison of structures. 
6. Graphical representation of the composite DA's and the process of com

posing. 
7. Education in the field of decomposable systems and their applications. 
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